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PREFACE

This Handbook is the first of a series of handbooks which address the issue of
Instrument Approach Procedure (IAP) chart improvement in design. The intent is
twofold: to review relevant literature that might be applicable to improving the
presentation of chart information to support effective and efficient access to
information by the user and to develop guidance information based upon this
research, that can be easily accessed and implemented by the chart designer. The
handbook is intended to offer the chart designer guidance information that can
aid in developing charts which clearly present a meaningful visual structure,
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EXECUTIVE SUMMARY

Instrument Approach Procedure (IAP) charts play a critical role in the safe and expeditious flow
of traffic in and out of airports. Although their value is unquestioned, there is continuing interest
in identifying modifications that can be made to these charts so as to improve their usability by
the pilot. This Hanc’book is the first of a series of handbooks which address the issue of IAP chart
improvement in design. The intent of this Handbook is twofold: (1) To review the relevant
literature that might be applicable to improving the presentation of chart information to support
effective and efficient access to information by the user; and (2) To develop guidance informa-
tion, based upon this research, that can be easily accessed and implemented by the chart de-

signer,

The first stage in the project involved performing an extensive literature review that encom-
passed the fields of huma factors, cartography, psychophysics and perception, reading, infor-
mation design, instructional design, and graphic design. The outcome was a bibliography of
almost a thousand references. These references were then reviewed and relevant design informa-
tion was extracted.

This design information was then organized and synthesized into a coherent structure through
the use of a metaphor called the “tool box.” The tool box metaphor is intended to convey the idea
that the chart designer has available a number of design tools that can be used to embody infor-
mation on a chart. An effective chart is the result of the strategic and logical application of these
tools. The major portion of the Handbook consists of descriptions of each tool, examples of how
they might be used, reviews of any studies that have been conducted which have identified
when a tool should or should not be used, and an explanation of the logic of how that tool
should be used to convey a specific meaning to the chart user.

. The Handbaok is intended to offer the chart designer guidance information that can aid in
developing charts which clearly present a meaningful visual structire. To be most effective, this
visual structure must be based upon a sensibie organizational logic. The development of an
organizational logic involves looking ~* the information needs of the pilot and determining
which information elements are most important, which elements tend to be used together, and
how each information element relates to the other elem..nts. Issues pertaining to organizational
logic clearly involve the coguitive aspects of chart use. These: issues will be addressed in a second
handbook, currently being developed.

xii




1. INTRODUCTION

1.1 OBJECTIVES AND STRUCTURE OF THE HANDBOOK

Instrument Approach Procedure (IAP) charts (see Figure 1-1') play a critical role in the safe and
expeditious flow of traffic in and out of airpoits. Although their value is unquestioned, there is
continuing interest in identifying modifications that can be made to these charts so as to
improve their usability by the pilot. This Handbook attempts to provide useful, research-based
guidance information that suggests the types of changes in the visual presentation of IAP chart
j=.{ormation that can contribute to easier accessing and recognizing of information on the chart.

The scope of this Handbook has been constrained in several ways. First, the Handbook is limited to
factors that can affect perceptual interaction with the IAP chart. Included are issues of screen quality,
supporting the user’s ability to visually orient on the chart and easily find that information
specifically of interest, and legibility of alphanumeric information. The Handbook does not
address issues of a “cognitive” nature, such as where each type of information should be
located on the chart or new ways of presenting information that might make understanding
the information easier for the user. In addition, the Handbook assumes the use of a “static,”
two-dimensional display. The opportunities provided by a dynamic display that can change
the form and types of information presented in response to user choices is not considered.

The Handbook consists of seven major chapters. Chapter 2 reviews the minimum performance
requirements for adequate display quality of paper =nd electronic displays used to present IAP
charts. Topics that are covered include required luminance levels, flicker and refresh rates, and
viewing angle.

Chapters 3 through 7 provide guidance on how to present approach-plate information in order
to support the user’s accessing that information and correctly reading it. Chapter 3 sets the
stage by looking at how users perceptually interact with IAP charts, suggesting that two stages
are involved. First, the user must orient within the chart so as to find that part of tt « chart most
likely to contain the information that is needed. Orienting is then followed by a search process
that enables the user to find, within that part of the chart, the desired information. Chapters 4,
5 and 6 then describe the design tools that are available to the JAP chart designer to support
each process.

Each application of a design tool must be assessed both in terms of how it supports the orienting
or search process and the overall usability of the chart. Chapter 7 offers some general criteria that
can be used to ensure that all of the visual elements presented on the IAP chart work together to
produce a coherent and visually organized whole. Finally, all of the design guidance principles
are listed in an Appendix.

1 The NOS charts displayed in this Handbook were constructed using a Macintosh computer. Every cffort
was made to duplicate actual NOS charts to the extent possible, However, some differences remain, for
example, in the typeface used. These differences, however, do not impact the utility of the Macintosh
charts in demonstrating points of discussion.
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Figure 1-1. Example of an NOS AP chait,




12 CAVEATS

Although maps and charts of all kinds are a common part of our lives, surprisingly little is
known about the perceptual and cognitive processes that determine how easy maps are to use
(Taylor & Hopkin, 1975). Maps are a unique form of visual information display and, in theory,
the vast amount of information about how to design effective displays, developed through the
efforts of human factors researchers and user-computer interface designers, should apply.
Similarly, maps are a form of printed material and what we know about effective typographic
and page layout design also should apply.

Although visual displays and printed material are two well-researched areas of information
presentation, surprisingly little attention has been devoted to maps themselves. Maps are
clearly a complex form of information presentation. For this reason, concern has been ex-
pressed as to the applicability of research results that have been obtained in the related do-
mains of visual information displays and printed media. Two of the leading experts in aviation
maps and charts express this concern:

The contribution of ergonomics to solving this problem [of map overcrowding
and lack of legibility] has been small. Although ergonomic textbooks and
handbooks provide many recommendations on the contents, layout and coding
of displayed irformation, it is not immediately obvious how far such recom-
mendations apply to maps. Perhaps large scale topographical maps are so
complex as information displays that standard ergonomic findings do not
remain valid for them (Taylor & Hopkin, 1975, p. 197).

To complicate matters further, IAP charts are a unique type of map, differing in important
ways from other types of maps. IAP charts differ structurally from road maps and atlases in
that they consist not only of the “map part” but also include small amounis of running text,
tables, and other forms of print material organizations. Consequently, they are not simply
“maps” presenting landimarks, roads, and other geographical information. In addition, the
conditions under which IAP charts are used differ greatly from other types of maps. Atlises
and other forms of topographical maps are usually used in home or office settings under
controlied lighting conditions with the user sitting in a non-moving chair. Issues of insufficient
Light, vibration, and turbulence are obviously not factors. Also, the atlas user is not under the
same types of time constraints as the IAP chait user nor is the atlas user performing other
complex tasks (flying the airplane, talling with air traffic control, etc.) at the same time.

The guidance information described in this handbook 1s obviously constrained by serious
differences between IAP chart use and the sitvations in which the experimental data were
originally collected. Because of limitations in the amount and quality of research aimed at
maps in general, and IAP charts in particular, research conclusions in other, related domains
have been reviewed. Clearly, guidance provided by this type of research is subject to serious
questions as to how well it applies to the IAP chart domain. However, even though the results
do not conclusively apply, they are of value in that they do offer some suggestions on how
certain design variables might improve the usability of appreach plates. Itis critical to renem-
ber, though, that many of the conclusions suggested here are necessarily tentative and require
evaluation performed under conditions compasable to the flight environment.
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2. DISPLAY IMAGE QUALITY

2.1 OVERVIEW OF CHAPTER2

Effective information presentation requires that the medium by which the information is con-
veyed (paper, CRT, LCD, etc.) be capable of displaying that information sufficiently to support
the visual system's ability to easily detect it. The performance requirements for a display medium
are extensive and often complex. This chapter provides a brief overview of the human factors
issues related to image quality of paper, CRT, and LCD displays. A thorough review of this topic
exceeds the constraints of a single chapter. Instead, the attempt has been made to provide a brief
overview of the more critical factors, together with accepted human factors standards for defin-
ing required display performance values for each factor.

Two objectives have guided the selection and organization of the information provided here. For
the reader who is not experienced with display performance requirements, this chapter provides
a general overview of the topic that should be sufficient to enable the display designer to assess
the adequacy of a display intended for use in presenting IAP charts. References to literature
which provide more in-depth coverage of topics are included, where appropriate, to enable the
interested reader to obtain additional information. The reader who is already familiar with the
issues surrounding display quality is likely to find the descriptive information presented in this
chapter familiar and less useful. However, this reader will find a compilation of display quality
standards that have been proposed by both aviation and office systems huran factors organiza-
tions. These standards, organized by topic, should provide a useful reference for even the most

experienced display designer.

This chapter has been organized into six sections. Section 2.2 provides a brief overview of the
basi issue that underlies the problem of achieving suffident display quality. This issue, simply
stated, is that the user and the display medium can be seen as individual systems that support
information flow to varying degeees. Each systen has its own strenigths and limitations with
respect to the types of information that can be supported. Effective display design, from a human
factors perspective, means that the display system is designed to complement the user in tenms
of his/her own visual system strengths and weaknesses. Insensitivity on the part of the hurman
visual system must be cornpensated for by the design of a display medium that can amplify that
information 50 as to overcome visual system limitations.

This relationship between the user and the display medium is complicated by thevole of the
environment in which the user and display edium must function. This complication takes the
form, once again, of a limitation on the part of the user, in the sense that the impact of the envi-
ronument is likely to appear as an inability, on the part of the user, to detect or otherwise respond
to information provided by the display medium. For example, vibratior of the cockpit and the
user can reduce the user's sensitivity to visual information that can otherwise be detected. Once
again, the solution is to design the display niedium so as to compensate for user limitations.




Treating the user, the display medium, and the use environment as an integrated information
flow system encourages a focus on how each part of the system contributes to, or hinders, the
flow of specific types of information. In keeping with this theme, Section 2.3 looks at three types

f dispiay media that might be used to present IAP charts: paper, CRT, and LCD. The objective
of this section is to briefly review the strengths and limitations of each medium in order to
identify the more critical ways in which information transfer might be hindered by each me-
dium. This description is intended to provide a general conceptual framework for understanding
the recornmended display performance standards described later in this chapter.

Environmental factors are then reviewed in Section 2.4. Again, the objective is to specify those
factors, inherent in the cockpit enviroxment, which are likely to impact visual system perfor-
mance, resulting in the need for suppont of the visual system through better display characteris-
tics. The two most imiportant factors to be reviewed are ambient lighting within the cockpit and
vibration. Unfortunately, it is not possible to describe the specific impacts of these factorsina
quantitative form. The ideal, of course, waald be to define them in such a way that they could be
represented by simply dropping a variable into existing equations for defining display require-
ments. In lieu of a quantitative approach, the alternative is to describe these effects qualitatively,
with the admonition that all design decisions must anticipate their effects.

The remaining three sections of the chapter review the various factors that affect «'splay quality.
These factors have been categorized inio three types: spatial, temporal, and chromatic (Snyder,
1988). Spatial variables affect the ability of the eye to detect information distributed along the
vertical and horizontal dimensions of the display. The fundamental corcept underlying the
spatial variables is the differentiation of information by mears of variations in luminance inten-
sity. Simply speaking, information is detected ¢m a display because patterns of display locations
are visually different {rom the background =nd neighboring items. These pattems represent
information. For example, each alphanumeric characier i comprised of its own set of display
elements which are determined by the shape of the character together with the intended location
of the chavacter on the screen. The pattern of distinctive elements enables us to differentiate
individual characters. Differentiation of pattern slements takes place on the basis of variations in
g‘z;xﬁ\imnce intensity. Factors that influence the use-of jJuminance intensity are add essed in
on2.5

Irformation presentation is also affected by femporal variables. Typlcally, we think of temporal
variables as involving the occurrence of some event that begins at some point in time, unfolds
during a defined temporal segrent, and then ends at some later point. The use of electronic
display media brings in an additional aspect of temporal variation that is of central concern to
this chapter. Electronic displays involve the sequesntial presentation of information. For example,
inforimation on a CRT appears because of the operation of an electronic beam gun that activates
patterns of phosphors. Phosphor activation takes thme and must be constantly repeated as the
phosphor quickly loses its brightness. This process of spdating the display is a form of temporal
variation that s foreign to our visual systems as they function in the everyday world. Not sur-
prisingl_ "‘IS process can be extremely disniptive to visual performance if it does not take place
ina fask’ " hat is unnoticed by the eye. Temposal variables are reviewed in Section 2.6.

The thir2 st of factors ave chromatic wrinbles, which pertain to visual response to color. Although
curent paper IAP chasts do not use coloy, it is guite likely that color will be used extensively on




electronic displays. Consequently, issues related to the display of color on CRT and LCD dis-
plays are addressed in Section 2.7.

For each of the three dimensions, the issue is developing a display that functions in the range of
physical values that can be handled by the visual system. As Snyder (1988) points out, existing
displays cannot support the ideal conditions desired for the visual system, including the capabil-
ity to present very small spatial detail, a temporally stable view with no flicker, and an almost
infinite range of colors. The issue, then, is to determine the minimum standards that must be met
if the display is to be usable by the user, keeping in mind that tradeoffs, such as cost, are in-
volved.

For each of the display quality factors reviewed in Sections 2.5, 2.6, and 2.7, the attempt has been
made to recommend minimum performance requirements. These recommendations have been
based on two sets of standards. The most extensive body of research has been performed inan
attempt to identify the requirements for CRT displays used in the office environment. Although
the application of the resulting standards to the aviation environment is clearly problematic,
these standards are reviewed simply because they provide additional data which, if used with
caution, may be useful in making decisions for displays to be used for presenting IAP charts. A
second set of standards are reviewed which have been developed for the aviation environment
by such organizations as ARINC (Aeronautical Radio, Inc.), the Society for Automotive Engi-
reers, and the military.

Both the office and aviation standards focus almost exclu... . 2ly on CRTs as the electronic display
mediunt. Currently, there are no relevant aviation or office environment recommendations for
flat panel displays such as LCDs. In addition, the bulk of the research airaed at deriving human
factors recommendations for LCDs has been performed by private corporations. Consequently,
there is very little experimental data available in the public literature. Although the attempt has
been made to provide recommendations for LCDs, these recommendations must be treated with

special caution.

Recommendations for display quality issues pertaining to paper presentation of IAP charts are
also vague with regard to the parameters identified above. Requirements for such critical param-
eters as printing resolution and symbol-to-background cont-2+t ratlo appear to be non-existent.
In those cases where specific aviation recommendations are not available, common practice is
usad as the standard.

One final point should be nade about the reconumendations described in this chapter. Many of
the conclusions presented ave stated in two way's. The first version of the conclusion begins with
the phuase “For the unaided observer...."” For example, “For the unaided observer, all symbols
should be of sufficient height to ensure adequate legibility in all viewing situations.” This version
of the conclusion is oriented towards users of this Handbook who do not have access to the
equipment required to accurately measure the display's performance on that parameter. The
objective is to provide, whenever feasible, alternative tools that can suppont the evaluation

Process.
A second version of the conclusion specifies the minimum acceplable parameter value, against

which the performance of the display can be evaluated either by means of the manufacturer’s
specifications for the display or by conducting the appropriate measurements. Additional




guidance for conducting these evaluations can be found in The Aerospace Recommended
Practice, entitied Photometric and Colorimetric Measurement Procedures for Airborne Direct View CRT
Displays (ARP 1782, 1989).

Actual measurement of each display quality factor, by the display manufacturer, designer, or
evaluator should be supplemented by the observational methods described in the first version of
the conclusions. This process is recommended for the simple reason that many of the perfor-
mance requirements described in this chapter are based upon experimental data and expert
oj.nion oriented towards non-IAP chart situations. The unique conditions in which IAP charts
are likely to be used may require stricter performance requirements than are suggested by the
requirements described in this chapter. Visual evaluation of these factors under the conditions of
normal IAP chart use should be performed whenever possible to ensure that each display is
usable.

22 THE USER, THE DISPLAY MEDIUM, AND THE ENVIRONMENT

At its simplest level, the purpose of IAP charts, whether paper or electronic, is to transfer infor-
mation from the chart to the user. This process of information transfer takes place by means of
light. Chart information is embodied in patterns of light that are either generated by the display
(CRT or LCD) or arise because of reflection off of the display's surface (paper). These light
patterns travel to the eye, initiating the process of perception that results in the detection of the
information embodied i; :he patterned light. The amount and quality of information transferred
depends both on the properties of the display medium and the limitations of the visual system.
When the acceptable limits on either system are exceeded, information transfer is necessarily
constrained. Electronic and paper displays are limited as to the amount and quality of the light
patterns they can emit or reflect. Similarly, the visual system possesses its own set of sensitivities
and limitations that determine the conditions under which visual performance is likely to be
sufficiently effective to achieve adequate performance.

2.2.1 Visual System Conslderations

The objective of the visual process is to detect and differentiate individual patterns of informa-
tion conveyed by means of light. These patterns correspond to the objects and events of our
world. Differentiation of objixts takes place by perceiving differences in color and brightness in
the light patterns that reach the retina. Three dimensions of visual performance are espedially
important in assessing the quality of a display. These dimensions are:

¢ Spatial vision: Theability of the eye to detect patterns of information in light;
¢ Temporal vision: The responsiveness of the eye to pattern change;
e Chromuatic visione The sensitivity of the eye to color.

Each of these types of vision is reviewed below.




2211 Seana Vision

Information presented on an IAP chart is conveyed to the eye in the form of patterns of light that
are actually variations in the relative luminance of the pattern elements. These luminance differ-
ences must be sufficiently large to enable the eye to differentiate between them. With respect to
IAP charts, the issue of pattern detection is most critical as it pertains to the ability of the eye to
detect the substantial amounts of small detail, such as symbols and alphanumeric characters, that
can appear on a chart. The ability of the eye to detect this small detail depends on a number of
factors relating to variations in the characteristics of the light available to the eye and the eye's
effectiveness in responding to these variations.

Two sources of light for carrying information are available. Most of the light that reaches the eye
is reflected light. Reflected light refers to the light from a light source that bounces off of a surface
and then travels to the eye. Light from the sun is one source for reflected light. Typically, we
don't look at the sun directly, Instead, we are able to utilize the reflected light that originated in
the sun as a means of differentiating objects around us. When we are indoors, the luminance
source is usually a lamp of some type. Again, we tend to use the reflected rather than direct light
from that source.

In the case of IAP charts, the type of light used depends upon the display medium. Paper charts
are read only by means of light reflected off of the chart. Electronic displays represent a very
different situation in that CRTs and LCDs emit their own light. However, reflected light also
plays a role in that the light available from an electronic display is a combination v{ emitted and
reflected light. In this situation, reflected light can cause problems for the visual system, the
obvious case being that of glare.

Regardless of whether the light is reflected or emitted, the Lusic functioning of the visual systom
is generally the same. Light energy is transformed by photoreceptive material in the retina,
located at the rear of the eye ball, into neural pulses that are then processed by the cogritive
system. These neural pulses reflect the pattern of information represented in the light.

The pattern of neural pulses is a consequence of the ability of the cells located in the retina to
detect changes in the intensity or color of the light available to the eye. In the case of AP charts,
this capability translates into the ability to discriminate individual alphanumeric characters and
symbols. This capability is affected by the conditions under which the object is being perceived.
The visual system is best able to detect small, detailed information under bright lighting condi-
tions. This is one reason why reading lamps are conunonly used for tasks tiut involve sceing
small detail, such as reading or sewing,

The relationship between luminance conditions and the ability of the eye to deiect small detail is
a consequence of the physivlogy of the retina. There are two types of photoreceptor cells located
in the retina. Under bright light, the cones are the dominant photoreceptor cells while rods
becorae dominant under dark conditions. Together, the two types of cells enable the visual
system to function under a broad range of lighting conditions.

There is also a relationship between type of photoreceptor cell, lighting condition, and sensitivity
to detail Cones require substantially higher levels of light to function in comparison to rods. The
reason for this is that cones have a ene-to-one mapping with neurons in the visual system This

mapping supports gieater preservation of detail in that each cone'’s response travels to the higher




levels of processing in the visual system. Rods, in contrast, achieve their ability to respond to
very low amounts of light from the many-to-one mapping of rods to visual systery neurons. The
energy emitted by small amounts of light that reach individual rods belonging to a common
group is summed together, enabling the activation of the visual neuron to which those rods, as a
group, are connected. This enhanced sensitivity to light is accompanied, however, by a reduced
sensitivity to detail. Each rod's individual response to light patterns is summed together with all
of the other rods belonging to a common group. Consequently, rods are necessarily less sensitive
to detail. The resvlt is that, although we are able to see objects under low lighting conditions, we
are only able to see gross shapes and forms. We can see enough to get around, for example, but
we are unable to read a book or thread a needle.

The importance of the cone/rod distinction for the IAP chart situation is the need to ensure that
sufficient light is provided to support vision by means of the cone system. IAP charts contain a
substantial amount of information that is usually very small. 7 is also important to ensure that
the size of the detail is sufficient to be detectable. Very small objects have correspondingly small
differences in luminance. These Juminance differences must be sufficiently large to ensure
consistent detection by the visual system.

To this point, the emphasis has been on the ability of the eye to discriminate between light
patterns that correspond to diferent objects. Luminance differences have been assumed to signal
diifferences between objects. This is not always the case, however, when electronic displays are
used. Specifically, the problem concerns the fact that information is formed on an electrenic
display by means of minute elements (called picture elements or pixels) that are so small and
close together they appear to form continuous lines. In effect, the eye is tricked into seeing
continuity even though the actual underlying elements are discrete. As will be shown later in this
chapter, an important part of the process of evaluating displays involves assessing their effective-
ness in enabling lorger cohierent characters and symbols to appear by means of pixels.

A separate set of considerations that influence pattern vision affect the visual system before light
seaches the retina, This set of factors are, in a sense, mechanical in nature and each introduces its
own form of distortion to the light. Light enters the eye through the cornea and then passes
through an opening called the pupil. Distortion from the comea can take place in several ways.
First, the curved shape of the cornea causes the light to curve. In addition, scarring and clouding
can occur that reduce the amount of light able to pass through. The irls also has an important
influence because it controls the size of the puptl, which, in tury, determiines the amount of light
allowed to enter the eye. Under bright ambient conditions, the pupil opening is small, enabling
mostly focused light to reach the retina. Under dim light, the pupil expands, through contraction
of the iris, to allow more, less directed light to enter.

The light then reaches the lens, which is used to manipulate the curvature of the light so as to
ensure that the light is focused appropriately on the retina. Objects located close to the eye cause
the lens to bend into a more convex shape. The lens is flatter for objects farther away. This
process is called accommodation. The process of acconumodation is espedially critical in the case
of the JAP chart user in that the pilot may have to repeatedly look out the window (e.g. for
traffic), then at objects located much closer, such as the JAP chant,

Older eyes may also suffer from a clouding of the lens that reduces the amount of light able to
pass through. As the lens ages, it also tends to become stiffer, reducing the ability of the lens to
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curve as required when looking at objects that are located close to the eye. Finally, the light must
then pass through the vitreous fluid that fills the eye ball. Older eyes may have greater amounts
of solid matter floating in the vitreous fluid which again can red:ice the amount of light, as well
as causing the light waves to distort as they strike the solid matter.

Regardless of age, many individuals suffer from an inability to properly focus the light onto the
retina. Near-sightedness and far-sightedness are also common conditions that can be largely
compensated for through corrective lens. Problems in visual functioning due to poor eye sight or
age are of critical importance to display quality evaluation. Displays must be designed, to the
extent possible, to compensate for expected changes in visual performance that are likely to occur
in many pilots. Although many of these problems can be corrected, there still remain difficulties
that arise through the correction process. One of these problems is the fact that corrective lenses
tend to decrease the overall amount of light that reaches the retina. Also, the introduction of
certain types of correction may impact the posture of the user. One of the most common prob-
lems arises through the use of bifocals because the user must position the head correctly so asto
ensure the ability to look through the corrected part of the lens. The result is the tendency to raise
the head so as to look through the lower part of the lens. The result can be excessive stress to the
neck and back muscles.

As this section has shown, the ability to detect detailed information is governed by a variety of
factors, including the optical properties of the eye, the density of photoreceptors across the retina,
and the degree of luminous difference provided by the environment to the eye. All of these
factors will influence the user's ability to see the infortmation presented on an IAP chart. The fact
that there is a 50% reduction in the amount of illumination that reaches the retina at the age of 50
years compared to 20 (Degani, 1991) argues for the need to use conservative design guidelines.
This consideration explains why the decision to use especially strict values was made in develop-
ing the recommendations described later in this chapter.

2212 Tewroral Vision

Temporal vision, as the name suggests, refers to the ability of the visual system to detect change.
Although the use of static displays, such as IAP charts, would suggest that temporal viston does
not play a role in chart perception, temporal vision is, in fact, a critical element factor with elec-
tronic displays. As Section 2.3 will describe, electronic displays, even those that present static
information such as JAP charts, undergo constant change, in the form of the repeated refreshing
of the screen. The previous section pointed out that the eye nust be tricked into seeing continu-
ous lines formed by means of very small pixels, Similarly, the eye must also be tricked into
seeing continuity over time even though the screen is actually constantly changing. If this refresh
process occurs too slowly, the screen will appear to flicker.

Perception of temporal choange such as flicker is related to the rod and cone system described
carlier. Cones are located primarily in the cextral part of the reting, an area called the fovea.
When we look directly at an object, we position our eyes so as to allow the fovea to face the
object. This allows the cones te be oriented towards the object, so as to take advantage of the
cone's greater sensitivity to detail

Rods are located predominantly away from the fovea. This design is advantageous because rods
are not anly nwre sensitive to Light but they are also more seisitive to movement. Whena




moving object comes into the field of view from the left or right, it first enters peripheral vision.
The rods are quickly activated and help to direct the fovea towards that object so as to enable the
cones to use their sensitivity to detail to recognize the moving object.

The relevance of the rod/cone distinction to electronic displays may not be immediately obvious
from this description. There will not be moving objects on near-generation IAP charts. Nonethe-
less, peripheral vision and the rod system play an important role in detecting temporal change in
displays due to flicker and jitter. For the design evaluator, peripheral vision is a useful tool for
evaluating display quality. For the display user, peripheral vision will play a critical role in
guiding eye movements when seeking specific information presented on a chart. This latter
process will be described in Chapter 3.

2213 Curomanc Vision

A third important aspect of vision is chromatic vision, the ability to detect differences in color.
Color is currently not used on paper IAP charts but it is likely that color will be available on
electronic charts as a means of coding similar types of information and as a tool for supporting
the chart user's ability to detect small information elements on a chart. Since the visual system is
very sensitive to color, color is a potentially valuable tool for IAP charts. As will be shown in
Chapters 4 and 6 of this Handbook, effective use of color can improve symbol detection and
provide a valuable tool for supporting chart information organization.

The light that fills our world is full of color. What is not obvious is that the color we see can be
produced in a variety of ways. Most colors can be produced through the combination of a variety
of wavelengths, For this reason, most light sources can only be described by considering their
spectral co position, Le. the amount of energy contributed to the total by each wavelength. The
spectral composition of a light source determines its percelv od color but it is not possible fora
human observer to determine the spectral composition of an object by looking at it.

The color we see is determined not only by the spectral composition of the light but also by the
light conditions susreunding the object. Good color acuity, like spatial acuity, requires high light
levels (Le. 3.18 ed/nv?) because color is perceived by means of the cones. For cockpit displays the
implication {s that color should be used to convey important infornation only when adequate
cockpit and disply lighting can be ensured.

The appearance of a colored objuct can be described along three relatively independent dimen-
sions. The Aue of an objct refers to that aspect to which we usuaily assign color names, suchas
red, blue, or purple. There are four unique hues that can only be described by using their own
color names: blue, green, red, and yellow. Other colors are described by combining these four
basic colors, for examiple, blue-green or yellowish-red. “Colored” objects which do rot appear to
possess any hue are termed achromalic, such as gray, black, or white. Those objects that do
possess color are terwed chromalic.

A second aspect of colered objects is their brightress or lightness. These terms refer to the per-
ceivad intensity of the light reflected or emitted from the object. Objects with an equivalent hue
may siill appear brighter or lighter relative to each othwr, thus aiding adequate discrimination.




Finally, an object’s color may vary in terms of its saturation or chroma. This aspect refers to color
purity: The amount of saturation describes the color’s deviation from a pure white. For example,
darkening a pink by adding more red corresponds to increasing saturation.

Because the perception of color is due to stimulation of the cone cells of the retina, at very low
light levels (when the visual system is dark adapted) objects will appear to lose color and look
white or gray. For this reason, it is recommended that for color perception the minimum radiant
energy coming from the object should exceed 0.001 od/m? (Boff & Lincoln, 1988, p. 337).

Wavelength and brightness are not independent dimensions, in that the visual system is differ-
entially sensitive to different wavelengths. The same amount of energy contained in light of 380
nm will not cause the same brightness sensation if contained in light of 550 nm. The practical
implication of this is that blue symbols are much harder to discriminate on a dark display screen
than green or yellow symbols even if they are matched in total light energy output.

Although color is a potentially valuable tool, it is important to remember that partial color-
blindness is acommon phenomenon. This disability can be compensated for through careful
selection of the colors used.

This very brief description of some of the major characteristics of the visual system is intended to
review some phenomena that form the basis for design decisions. That is, take advantage of what
the visual system is good at and find ways to compensate for its limitations. The visual system
has its own requirements with respect to the types of visual stimulation to which it is sensitive. In
evaluating the performance of a display, need to take into the account the specific requirements
of the visual system. Not enough to measure absolute performance requirements.

- 222 Display Medlum Considerations

Our visual systents, in effect, serve as transducers of patters of energy. As transducers, certain
aspects of light energy are tost due to the insensitivity of the visual system to those aspects.
Similarly, displays are transducers in that they translate electrical energy into pattems of infor-
oation that we can see. In this process, however, some aspects of electrical energy are lost. A
sipnol that passes through a display is likely to lose some of its amplitude. In the case of square
waves, this can mean the loss of crisp and distinet edges, the result being a blurred inuge. Each
wedium has its own strengths and weaknesses with respect to the ability to present ifornation,
which will be reviewed in sonwivhat more detail in Section 2.3 of this ch~pter.

223 Envirorunent Conslderations

The effectiveniess of information transfor is also affecied by factors outside of the display medium
and the visual system. The environment provides its own sources of light which can inhibit the
ability of the display to adequately convey information to the visual systein.

A second important environmental factor is vibration. Vibratios is likely to have an effect o
performance by inhibiting the ability of the eye to stabitize on the display in order to read the
image. Both of these factors are discussed in somewhat more detail in Section 2.4 of this _hapler.

- Adequate display quality must take into account the expected losses in information that can
occur in the visual system, the display mediuny, and as a consequence of envirorunental factors.
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»Although the visual system is able to adjust to a wide range of viewing conditici1s, this compen-
sation necessarily brings with it the risk of negative side effects, such as reduced efficiency, visual
strain, and fatigue.

2.3 CHARACTERISTICS OF PAPER, CRT, AND LCD DISPLAYS

Each display medium possesses its own unique advantages and disadvantage.. This section
briefly describes how each medium works, and the likely impact on display quality.

23,1 Paper Dispiays

The paper medium possesses a number of characteristics which make it quite unique when
compased to electronic displays. In terms of spatial resolution, paper currently supports the

- highest level of resolution of the three display media. Printed characters are typically sharper

than electronic characters for the simple reason that the approximately 600 dots per inch that is
standard for typeset paper displays is much greater than even the highest resolution CRT, which
can support approximately 170 dots per inch (Pluche & Hansman, 1990). The consequence is that
the image on electronic displays appears somewhat blurred and less distinct.

In addition, paper has the advantage that the use> :an control the angle and distance of the page
relative to the visual system. In this way, problems with insufficient character and symbol sizes,
anA limitations in visual system functioning can be compensated for.

There are several variables pertaining to paper composition that can impact the effectiveness of
the display. The glossiness of the paper affects the amount of and type of light reflection off of the
r. e High gloss paper should be avoided fui this reason. Paper thickness is also a consideration
m that printing of both sides of the page occurs. Although light weight has obvious advantages,
lightness of weight is achieved at the consequence of paper thinness, which can allow the back
side of the pag . to parti -, mask information presented on the front of that page.

~ With respect to issues of temporal performance, the paper med.um is the most stable for the

obvious reason that it does not emit light that must be contir.1ously refreshed. Paper is a reflec-
tive rather than light emiiting medium. The obvious consequence of this difference is that the
parceived contrast of a dark symbol on a light background remains constant as the ambient

- Hlumination level changes. Contrast is a function of the combined emitted and reflected light. As

the amount of light changes so does the contrast. However, for a light emitting device, such as a
CRT or LCD, the contrast between dark and light areas is constant independent of the surround-

-ing lighting, As ambient illumination increases, the ratio of luminance differences between

symbology and background (contrast ratio) will decrease. This reduction in contrast is due to
several factors fucluding increased reflected glare and the decreased contrast sensitivity of the
eye due to adaptation to higher light levels.

Because papzr IAP charts do not use color, there are no chromatic variables to consider.
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232 The Cathode Ray Tube (CRT)

CRTs are currently the dominant technology used for cockpit displays. The CRT consists of an
evacuated glass tube with an electron gun at one end. As the electron beam is deflected it selec-
tively lights up different parts of the screen facing the user. The degree to which each point or
picture element (pixel) lights up is a function of the intensity of the electron beam hitting it and
the characteristics of the light-emitting phosphor coated onto the screen. Different phosphors will
light up in different colors and with different light outputs.

The two most common types of CRTs are refreshed CRTs and siorage CRTs. Refreshed CRTs must
continually re-write the image to ensure that it appears stable and flicker-free to the user. Storage
CRTs, in contrast, can maintain an image on the screen without the need for regeneration.
Among these two broad types of CRTs are many subclasses which can vary in a number of
ways, including how the electron beam is formed, how it is focused, and how it is deflected.

The most common version of the refreshed CRT, called a TV raster or raster scan, creates an
image on the screen by repeatedly moving the electron beam across the screen face in lines. This
scanning process is similar to the way a conventional television works. By turning the beam on
and off at various times an image is created on the screen. Once the beam reaches the bottom of
the screen it returns to the top and begins again. Ariother type of refresh CRT, the stroke charac-
ter CRT, guides the electron beam over the path that forms a character. The beam first writes one
symbol, then the next. Once the last symbol is written it repeats the cycle.

A storage CRT has two electron guns: a writing gun and a flooding gun. The writing gun
“charges up” those areas which are to become luminous. The flooding gun then bathes the

" entire screen with low energy electrons. A secondary emission from the “charged” phosphors

- causes those areas to glow. Changing the image usually requires rewriting the entire screen. For
this reason, storage CRTs are less popular for text-edxtmg word processors, Most of the research
that has been conducted on human factors requirements for CRTs has used raster scan CRTs and
most existing cockpit CRTs use refresh CRTs. The p‘.rfonnance requirements of CRTs described
in this chapter will address only refresh CRTs.

Color CRTs are created by placing phosphors having different dominant wavelengths in an
array across the screen face, Usually only blue, green, and rod are used. A variety of colors are
perceived because the visual system will integrate these combinations if they are located very
close to each other spatially. An altemative approach, used by penetration type color CRTs,
places different phosphors in layers upon the screen. Depending upon how {ar the buam  pen-
etrates these layers different phosphors will glow. j. Lo

“Interms of spatial vision, CRTs suffer from the pro .}lem tha% activation m‘ a plwsphor isnotan
all-or-none process. When a phosphor is activated, the pattem of activation follows a normal
distribution: activation is gmatest at the center of the phosphor and falls off g;adually towards
the edges. The consequence is that edgesbetween phosphors are blurred.

‘With respect to temporal performance, CRTS suffer from two niajor limitatios. Fixst, the con- .-
. stant rewriting of the screen can cause the image to flicker if the refresh rate is teo slow. In '
addition, when refreshing the screen, poorly designed CRTSs can fail to scan the same path,
Deviations from this path, either above or below, tan cause the streen to jitter: Therepresem&l '
image may appearto beclmngmg shape« mmmouﬂy ' ,
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In terms of chromatic problems, CRTs suffer from the difficulty that high ambient illumination
conditions can cause the screen to wash out. Not only is luminance contrast reduced but also
colors will appear faded or disappear entirely.

23.3 The Liquid Crystal Display (LCD)

Liquid Crystal Display (LCD) technology is undergoing rapid development at the present time.
A number of different technologies are being explored, and it is difficult to determine which
approach is likely to become the industry standard. For this reason, only the most general charac-
teristics of LCDs are described. Additional information on new LCD technologies can be found
in Pluche and Hansman (1990).

An LCD operates in a fundamentally different way than a CRT. CRTs are light emitting devices
in that phosphors are activated so as to produce patterns of light. LCDs, in contrast, are essen-
tially light modulating devices. As light passes through an LCD from behind, certain optical
properties of the liquid crystals either permit the light to pass through unchanged, or scatter the
light and absorb it resulting in a dark spot on the screen. These optical properties are governed
by the alignment of the crystal molecules in particular directions. Because these crystals will
actually move or align themselves with an externally applied electric field (hence the name
“liquid crystals”), areas of the screen can be darkened or brightened by selectively applying
electric fields. The pattern of bright and dark areas, defined by the shape of the applied electric
field results in the production of graphic or alphanumeric characters on the screen.

Color may be generated in an LCD display in several ways. A common approach is to place
colored filters on the surface of the liquid crystal cell. As the light penetrates the filters, selective
wavelengths are absorbed. Those wavelengths that are not absorbed determine the color that is
produced. By systematically arranging three differently colored dots over the pixels, a variety of
colors can be achieved by varying the intensity of emitted light from each pixel. This process is
similar to color generation ina CRT.

A second approach is to strobe three different colored lights behind the liquid crystal surface.
Because the eye has a limited amount of temporal resolution the intensity of light passing
through the pixel on each flash will govern the perception of color.

A third approach is to “dope” some liguid crystals with chemicals that absorb specific light
waves depending upon their tilt, If the applied electric field is controlled precisely, the amount of
tilt can be controlled and particular wavelengths will be absorbed. This approach is only now
reaching the marketplace.

LCDs possess a number of advantages over CRT displays, mcluding lower power consumption,
lower weight, and greater reliability (Rausch, 1988).

With respect to spatial performance, the nuajor challenges in producing high quality, large screen
LCDsare: '

(1) Developing new liguid crystals which “twist” or align themselves differently in response to
ever smaller differences in the applied electric field;




(@ Controlling or “addressing” the electric fields of very small points (pixels) arranged in
large display areas.

Also, LCDs support sharper lines in that each picture element (pixel) functions digitally. LCDs
do not suffer from the loss in contrast due to the gradual decrease in light at the edges of the
phosphor.

LCDs do suffer from limitations that are less of a problem for CRTs. For example, LCDs possess
serious viewing angle restrictions. Typically, LCDs have reduced contrast at viewing angles 40
degrees or more from a position directly in front of the screen. Also, viewing angle chromaticity
shifts may cccur and there may be reductions in light intensity. Current technological research is
attempting to resolve these problems.

In terms of temporal performance, LCDs do not suffer as much from jitter since each pixel is
defined by a specific location which is, therefore, geometrically stable and does not move from
frame to frame (Committee on Vision Report, 1983, p. 95).

Like CRTs, LCDs are subject to flicker. Flicker occurs in response to repeated application of
voltage to the crystals. However, the refresh rate required for LCDs is lower than that for CRTs.

LCDs suffer from fewer chromatic problems. Unlike CRTs, LCDs are better able to maintain
color over a greater range of background brightness conditions.

2.4 ENVIRONMENTAL ASSUMPTIONS

Information transfer effectiveness between user and display is impacted by the environment
within which the display is used. One factor known to influence visual sensitivity is the level of
light adaptation of the eye. At medium and high levels of ambient illumination, the cone system
of the retina dominates perceptual detection and discrimination. Since the pilot has available
antificial sources of light, the assumption has been made that the pilot’s eyes are always suffi-
ciently light adapted to support the cone system. It should be noted, however, that in extreme
cases, as when the pilot does not make use of these artificial light sources, or when the pilot’s
eyes are in the midst of light-adapting (which may take onthe order of several minutes), sensitiv-
ity to retinal ilumination, spectral composition, and spatial discrimination will be advessely
affected.

The ability to detect small detail by means of the cone system is also dependent upon the post-
tion of the display relative to the visual system, Although the exact location of the electronic
display in the cockpit has not yat been determined, it is expected that the user will be able to look
directly at the screen usiig foveal rather than peripheral vision. Where this assumption is suspect
is in situations where the pilot is actively scarching for a picce of information on the display
which is in an unknown location. Here peripheral vision may assist in directing one’s gaze
toward a sought after item. Considerations of visual search are discussed in Chapters 3 through
7 of this Handbook.

A few assumptions concerning the cockpit enviromment should be mentioned. This assumptions,
which have guided the analyses described in this Handbook include:
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¢ The distance from the instrument approach plate to the pilot’s eyes is assumed to be
approximately 75 cm.

¢ Vibration of both the display and the pilot is a frequent occurrence. How this affects
visual performance is unclear and is an area in need ¢f further research, but IAP chart
designers should be aware that vibration will almost assuredly degrade perforrnance
zt the extremes of detection and acuity to some degree. It is not possible to provide
specific correction factors required for designing adequate paper or electronic displays
that will be usable in spite of vibration. The 1AF chart designer can only assume that
visual performance degradation will occur and attempt to compensate by using
display values that supersede those recommended for displays used under less strenu-
ous environmental conditions. This means, for example, that critical information (e.g.
approach name, inbound heading, minimum descent altitude) should be presented
using larger type sizes.

¢ The pilot is assumed to be engaged in a multiple task situation. The consequences of
multiple tasks for the design of chart displays is unclear. At the very least it is assumed
that the pilot refers to the IAP chart briefly before moving on to other visual tasks. The
multiple task situation means that the applicability of display standards intended for
the office environment must be treated with caution. The office worker is assumed to
use the display for substantial periods of time. Consequently, issues of prolonged
display viewing are critical. The IAP chart user, in contrast, is assumed to use this
display for brief periods of time. Instead of prolonged viewing, the IAP chart user
must be able to quickly adapt his/her visual system to the conditions provided by the
display. Comfortable viewing for long periods of time is not the objective, Rapid
adaptation in support of brief looking at the display before shifting the eyes to some
other viewing location is an important requirement, although iis exact implications in
terms of standards is not yet clear.

° Thé range of cockpit luminance conditions is likely to be large. Evaluation of display
quality must address the problems that are likely to arise as a result of especially briglht
light striking the display surface.

The next three sections review display performance standards for paper, CRT, and LCD media.
These standards have been derived, to the extent possible, to take into account the consequences
of the environmental factors just described. Three types of standards are addressed: spatial,
temporal, and chromatic.

25 SPATIAL VISION

‘This section reviews the display performance factors that affect spatial vision and the conditions
that are required to support the ability of the visual system to adequately detect infornution
presented on the screen. The most aitical spotial vision variables are:

e Resolution
¢ Luminance
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¢ Contrast
¢ Luminance Uniformity
¢ Contrast Polarity

¢ Convergence and Fucus
¢ Symbol Alignment
¢ Anti-Aliasing and Shades of Gray
* Viewing Angle
251 Resolutlon (Paper, CRT, LCD)

The image quality of a display is usually associated with the resolution that can be supported by
that display. Resolution directly impacts the sharpness and clarity of the displaved image in that
it measures the number of individual pixels that can be selectively contrelled or written. Resolu-
tion is usually measured in dots per inch (dpi) or dot density.

For adisplay with a given size, resolution wouid appear to be a function of two factors: the
number of pixels that can be controlled and the size of those pixels. The first factor, number of
pixels that can be controlled, is the limiting factor that determines the achievable screen resolu-
tion. For this reason, manufacturers typically specify the number of rows and columns of the
screen. For example, common text editing displays have an armay of pixels with 480 rows by 640
columns while entertainment color television is usually 480 rows by 320 columns.

In order to calculate the pixel density of an electronic display, the size of the screen (in inches) and
the total number of pixels nmust be known. Dividing the number of pixels by the size of the
screen produces the number of dots per inch. Current high resolution screens, either LCD or
CRT, are typlcally in the range of 150 to 200 dots per inch in black and white, Paper media, in
contrast, are usually 300 to 600 dots per inch. Pluche and Hansman (1990) argue that a resolution
of 600 dots per inch does not significantly improve performance beyond that achieved with a 300
dot per inch resolution. If this conclusion is correct, existing LCD and CRT displays must i
prove their resolution by a factor of about two in order to achieve the vesolution level used with -
istine IAP chuart

None of the reviewed standards provides a reconsmended value for screen resolution. The
reason Is likely £o be that, given existing resolution capabilities, the recommendation is always to
seek the greatest resolution possible at a reasonable cost. Rather than specifying minimum
resolution performance standards, it is probably more important to emphasize the consequences
of using a display that does not have the resolution of current IAP paper charts, The implication
is that efectronic displays will be unable to sm\ply reproduce existing paperchasts. Compensa-
tion for the lower nesolution levels will require the use of larger characters and symbols, the

obvious consequene belng that not all of the information curvently presented o a paper chart
wmbeah!etoappemronasmgleeledmxﬁcsam '
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Resolution on CRT or LCD screens should be as high as achievable for
electronic media up the standard used for paper. For the unaided observer, the
critical test is whether the sizes of alphanumeric characters and symbols that
are actually used is sufficient to compensate for the lower resolution level
available for the selected dispiays. For paper, an effective resolution of 300 dpi
(print quality of 600 dpl) has proven to be acceptable.

25.2 Luminance (CRT,LCD)

Display quality is also impacted by the mean luminance of the screen, the perceptual correlate of
which is perceived brightness. Luminance has its strongest influence on the ability of the visual
system to detect the detailed information required to differentiation alphanumeric characters and
symbols. Insufficient luminance levels must be compensated for by increasing the size of small
objects.

Luminance levels must also take into account the background lighting provided by the environ-
ment in which the display is used. In a dark environment, a screen with high mean luminance
will dominate the visual scene and cause other devices to be masked out. One reason for this is
the effect the bright light from the screen has in influencing the light adaptation of the eye. If the
eye adapts to the bright light of the screen, its adaptation level with respect to the background
environment will be incorrect. It is also possible for a screen to be so bright that it impairs the
identification of chaiacters on its own surface.

A screen with insufficient mean luminance will be unreadable in high ambient illumination. In
the cockpit environment, where ambient illumination can reach 100,000 lux, the bright ambient
light can “wash out” the screen, especially when CRTs are used.

One solution to this problem is to use displays which are capable of adjusting their mean lumi-
nance in response to changing cockpit illumination. Even if automatic luminance control is
provided, however, manual control of screen brightness should be available to the user. This
requirement for manual luminance control is reconunended by all of the aviation standards that
were reviewed (see Table 2-1).

The recommendation for manual control over luminance levels does not specify the range of
luminance levels that should be supperted by the display. Tables 2-2 and 2-3 list the recom-
mended luminance ranges derived from the aviation and office standards. The office standards
should be used with great care in that the range of luminance conditions found in the office
environment is much less extreme than that of the cockpit environment.

Tables 2-2 and 2-3 show that the majority of standards recomumend that the luminaice level be
“sufficient.” Only rarely is the range of desired luminance values spucified. However, one
document has suggested that the screen brightness for a cockpit CRT must range from 0.1 - 200
£L to mweet military specifications (Pluche & Hansnan, 1990).

Although specific maximuin and minimum luminance values are recomumended in ARP 1874, it
is important to note that this range of values refers to luminance levels for each pure color
displayed {e.g. ved, green, and blue) and, therefore, is only applicable to color CRTs. The maxi-
mum luminance levels recommended are as follows:




Table 2-1. Aerospace recommendations reviewed for CRTs

ARINC = Aeronautical Radio, Inc.
ARP = Aerospace Recommended Practice
AS = Aerospace Standard
MIL-STD = Military Standard
ARINC 725-1 Electronic Flight Instruments (EFI)
ARP 1874 Design Objectives for CRT Displays for Part 25
(Transport) Aircraft
ARP 4032 Human Engineering Considerations in the Application
of Color to Electronic Aircraft Displays
ARP 4102 Flight Deck Panels, Controls, and Displays
ARP 4102/7 Electronic Displays
ARP 4155 Human Interface Design Methodology for Integrated
Display Symbology
AS 8034 Minimum Performance Standard for Airborne
Muiltipurpose Electronic Displays
MIL~STD-N72D Human Engineéring Deéign Criteria for Military
(CRT Section) Systems, Equipment and Facilities
Symbo! Lines Area Subjects
Red  48cd/m?(141L) 93 cd/m? (27 L)
Green 103 cd/m? (30 L) 20cd/m?{5.8 fL)
Blue 17cd/m?(56L) 39cd/n? (1156L)
Based on 0.67 nyr line width.
Minimum luminance levels are:
Symbol Lines Area Subjects
Red 0.192 od /2 (0.056 €L) 0113 cd/w? (0.033 1)
Green 0420 cd/m?(0.120f1) 0.247 cd/w? (0072 1)

Blue  0068cd/uv (00244L)

0041 cd/av (00124L)
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Table 2-2. Recommendations for mean luminance values for

VDT workstations.
Source Mean Luminance Conditions/Comiments
Gorrell (1980) 85 cd/m?

Snyder & Maddox (1978) | 65cd/m?

Cakir et al. (1980) 45 cd/m? minimum 80-160 cd/m? preferred

ANSI/HFS Standard 235cd/m?

(1988)

IBM (1984) 35cd/m? for character sizes of 16
min of arc

Shurtleff (1980 10 ft L.

Manual controls, either in conjunction with or independent of automatic controls,
should ba made available to the user to vary mean sereen luminance. The
appropriate screen luminance range will be depandent upon the contrast ratlo
and size of displayed symbology, hence a minimum vatug cannot be spocified.
However, a range of 0.1 to 200 fL has been suggested. For the unakled
observer, tha range of avallable luminance levels should be sufficlent to handle
the range of ambient lighting conditions likely to be found in the cockpit
environment. Sufficlent luminance andfor chromatic difference should always
be available to suppon discrimination batween all symbols, characters, and
backgraunds.

ARP 1782 describes the photometric techniques for determining screen luminance levels. Visual
conditions for evaluating luminance levels are described in Advisory Circular 25-11. Displays
should be evaluated under four lighting conditions:

¢ Direct sunlight which reaches the display through a side cockpit window.

¢ Sunlight coming through a front window which illuminates a white shist, then reflects
onto the display.




Table 2-3. Aerospace recommendations for screen mean luminance.

Source Recommended Mean Luminance

ARINC 725-1 Display symbology should be clearly readable under all
ambient lighting levels ranging from night time conditions up
to and including an illurnination of 86,400 lux...

ARP 1874 Shall be sufficient to provide a comfortable level of viewing
with rapid adaptation when transitioning from looking outside
cockpit.

ARP 4102 The information shall be preserted with the accuracy,

legibility, and readability required for error-free control of the
aircraft in all normal and abnormal flight situations.

ARP 4102/7 Shall not cause eye strain; shall be legible under all lighting
conditions
AS 8034 Shall be sufficient to provide a usable display under the

maximum ambient illumination level;
Shall be sufficient for the display to perform its intended
function.

MIL-STD-1472D The ambient illuminance shall not contribute more than 25% of
screen brightness through diffuse reflection and phosphor
excitation. A control shall be provided to vary the CRT
luminance from 10% of minimum ambient luminance to full
CRT luminance.

¢ Sunlight above the horizon in front of the alrplane and above a cloud deck which
reaches the pilot's eyes. This situation, because of its frequency and duration of ocous-
zence, is considered the most critically in need of evaluation.

e Night or dark lghting conditions which require the brightness levels of the display to
be sufficdently adjustable (Le. can be dinuned) to ensure that outside vision is not
inhibited.




253 Luminance Contrast and Contrast Ratio (Paper, CRT, LCD)

25.3.1 E.ectronic Dispiavs

Resolution and luminance both affect the ability of the visual system to detect small detail. A
third factor is luminance contrast, the brightness contrast between characters or symbols ona
display and the background against which those items appear.

Although a number of measures of contrast have been used, contrast ratio, expressed as a ratio
such as 10:1, is probably the most commonly used:

Contrast Ratio = Lo/l = Lo Lon

Luminance differences are not the only possible source of contrast. The human visual system is
also sensitive te chromaticity (or color) differences. Luminance and chromaticity differences are
independent factors that may be used alone or in combination to differentiate symbols from their
background. For example, a triangle on a colored screen will be undetected if it is equal in
brightness and color with the background. However, by varying either of these dimensions,
identification of the symbol becomes possible. Chromaticity differences will be discussed in
Section 2.7. This section focuses on luminance differences.

The amount of luminance contrast needed for error-free performance is a function of a number
of parameters. Among these are symbol size, reflected illumination, and the: training and biases
of the observer. Given the large number of influencing factors, specification of a minimum
luminance contrast ratio for all flight situations is not possible. Table 2-4 lists the recommended
performance standards for displays intended for use in the aviation environment. Characteristic
of these recommendations is their Jack of specificity. i: 15 likely that specific recommendations
have not been made for a number of reasons, including the increased costs of ervors associated
with reading aircraft displays and the range of environmental conditions likely to be found in the
The recommended contrast ratios for CRTs used in the office environment are presented in Table
2-5. Although actual ratios are provided, the range of values does not provide substantially
greater guidance information Since it is protubly wise to be conservative, and because this is not
a difficult level for cusvent technologies to reach, a minimum contrast ratio of 20:1 for direct
viewing and 10:1 for any other eye position would appear to be suitable in ambient lighting
conditions ranging from 0.1 to 8000 lumens/ft%. For segmented displays with activated seg-
ments, the activated segments should have acontrast ratio with the imnediate background of
Z1. Forunactivated segments, there should be no greater than 1.151 (Green, 1992).

For CRTs and LCDs, a minimum It ninance contrast ratio of 20:1 for direct
viewing and 10:1 for all other viewing situations is desirable. For segmented
displays, the contrast ratio should be 2:1 for aclivated segments and 1.15:1 {or
unactivated segments. For the unaided observer, the display should be
evaluated under a range of cockpit environment conditions to ensure that
sufficient tuminance contrast is always possible.
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Table 2-4. Aerospace recommendations regarding luminance contrast.

Source Contrast Ratio Comments/Conditions

ARP 1874 Displayed symbology shall be
distinguished from its background from
other symbols by means of luminance
differences or chromaticity differences,
or both, in all ambient conditions
defined (by ARF 1874).

ARP 4102 The information shall be presented with
the accuracy, legibility, and readability
required for error-free control of the
aircraft in all normal and abnormal

flight situations.

ARP 4102/7 Shall be legible under all lighting |
conditions.

AS 8034 In all cases the lﬁminance contrést

and/or color differences bet-veen all
symbols, characters, lines, or all
backgrounds shall be sufficient to
preclude confusion or amb!g,ulty

MIL-STD-1472D Contrast ad;ustmem shall not be
included in flight deck displays because
they are disallowed by FAA regulations.

There are several procedures for measuring electronic display luminance and contrast. One
method is to turn the display off, measure the luminance, then micasure a large area of the screen
with all of the pixels tumed o This is an extreme measure and there are optical and electronic
reasons that suggest this approach may not provide the actual luminance levels appropriate for
defining symbel/background contrast (IBM, 1984). The technical literature suggests that a more
appropriate measure may be to display several alphanumeric characters (for example, several
“W"s). The background value is measured from the center of the non-illuminated area between
the vertical strokes of adjpcent “W"s. The high contrast value is then measured from the center of
the illuminated stroke of one of the capital “W”s. Typically, the contmst ratio obtained in this
manner is much smaller than the value obtained by large area measurements. However, this
second approach better represents the actual contrast used by the eyeto detect the separation
between characters (IBM, 1984).




Table 2-5. VDT recommendations for luminance contrast values.

Source Contrast Ratio Conditions/Comments

Gorrell (1980) 24:1

German Safety Standards | 3:1to 15:1 6:1 to 10:1 preferred

Deutsches Institut fur 31to15:1 6:1 to 10:1 preferred

Normungen (1982)

Snyder & Maddox (1978) | 23:1 >15:1 preferred

Cakir et al. (1980) 2311 8:1 to 10:1 optimum

ANSI Human Factors | 31 7:1 preferred; accurate for

Standard (19886) character sizes from 10 to
20 min. of arc

1BM (1984) 31 15:1 preferred; accurate
for character sizes of 16
min of arc

Shurtleff (1980) 18:1 in certain sithations can
be as low as 2:1

Because of the substantial differences in contrast ratio value that can be obtained, depending
upon the measurement approach used, care must be taken in accepting a manufacturer’s
claims about contrast xatio and luminance values, ARP 1782 should be consulted before con-
ducting photometric measurements of contrast or contrast ratio.

2532 Parer DispLavs

A recommended minimum contrast ratio standard for papey approach plates is difficult to
obtain. The Fifth Edition (1990) of the Low: Altitude Instrument Approach Procedures (IACC No.
4) states that “Axl symbols shall be printed in black, prinary infornation shall be a solid color,
and secondary information shall be scréened in a 120 line / 15% of color format.” The specific
nature of this recommendation obscures the fact that it does not specify a minimum contrast
ratio. Different inks on different types of paper will result in different contrast ratios even if these
specifications are followed. Of some help is the fact that IACC No. 4 does indicate which pieces
of information are to have relatively less contrast. This is accomplished by specifying varying
screen percentages (e.g. 120 line/15%, 120 line/45%, etc.).

In contrast to these recommendations, the Eighth Edition (July, 1955) of the Intemational Stan-
dards and Recommended Practices for Aeronautical Charts (Annex 4), developed by the Intema-
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tional Civil Aviation Organization, states that “Colours or tints and type size used shall be such
that the chart can be easily read and interpreted by the pilot in varying conditions of natural and
artificial light” (p. 5). This general comment is not supplemented by additional detail in the rest
of the document.

Because these documents are not specific with regard to a minimum contrast ratio necessary for
paper presented instrument approach procedure charts, only a very general conclusion can be
teached.

For paper displays, IAP charts should be printed with sufficient contrast
batween the characters and their background that they are easily read in all
viewing situations.

254 Luminance Uniformity (CRT, L.CD)

Luminance uniformity or its converse, luminance non-uniformity, can refer to two, somewhat
different aspects of electronic displays. Large area non-uniformity is the gradual change in
luminance or color from one area of the display to another (Snyder, 1980). Small area non-
uniformity refers tu the lack of consistency in color or luminance of adjacently written areas (e.g,
the area across one arm of the letter “E”). Although there is little performance-related data
available on either of these issues, recoinmendations have been made concerning acceptable
large area non-uniformities (see Tables 2-6 and 2-7). Because there is no obvious reason to sus-
pect that effects of luminance uniformity will be different for LCD versus CRT displays, the CRT
literature will be considered applicable to LCDs.

The standards listed in Tables 2-6 and 2-7 are reasonably consistent in their recomumendation that
variation should be nw greater than 20%. However, additional vesearch is needed in this a2,

Table 2-6. Aerospace recommendations for accepiable large area non-unitormities.

Source Luminance Unifoumity Comments/Conditions

ARINC 725-1 vary <20%; no random
flare-ups

MIL-STD-1472D ratio of standard deviation to
mean Juminance shall not be
more 0.25

AS 8034 <30% within useful display
area, or <20% within ¢central
80% of useful display area
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Table 2-7. VDT recommendations for acceptable large area non-uniformities.

Source Luminance Uniformity Comments/Conditions
ANSIHuman [ {(Lewx- L)/ Lomer} < 0.5 see document (p. 67) for
Factors Standard or vary <= 50% - | locations of point x
(1988)

Snyder (1980) ¢ vary $20% value given for 4

With regard to small area non-uniformitics, two of the reviewed documents have specific recom-
mendations. ARP 1874 recommends that “Symbol lines of a specified color and luminance shall
be uniform in width to (within) 0.35 milliradians over the useful screen” (p. 5). This recommen-
datior is specifically for line width uniformity. From the VDT literature, the American National
Standards Institute (1988) recomimends that “Unintended lJuminance variations, within half a

degree of arc, calculated from the design viewing distance anywhere on the display, shall be less
- than 50 perce: " (p. 28) [bold in originall.

e

For the unaided observer, non-uniformities in brightness or color on CRT er
L.CD displays shali not be present. When varying the luminance of the dispiay
from minimun to maximum, the relative luminance of all characters, symbols,
and backgrounds should be visually constant. Employing photometric

- | fachingues, a large area non-uniformity of less than 20% is acceptable. For
lurinance variations within half a degree of arc, 50% or less is acceptable.

- ‘See ARP 1782 for a discussion of photometric techniques for determining luminance uniformity.
~ 255 Contrast Direction/Contrast Polarity (F.per, CRT, LCD)

2.5.5.1 Eiectrone DispLays

Contrast direction and contrast polarity refer to the direction of the luminance difference be-
tween the symbol and its background. 4 screen having a dark image (symbol) on a bright
background is referred to as having a positive polarity or negative contrast. The reverse (bright
image on a dark background) is termed negative polarity or positive contrast. The literature is not
consistent as to whether positive or negative contrast is preferred (IBM, 1984; Cornmittee on
Vision Report, 1983). For example, “CRT displays on which dark characters are presented on a
light background appear to minimize the effect of reflections on the VDT user’s screen, but such
displays may require a higher refresh rate in order not to appear to flicker" (American National
Institute for Standards, 1988).
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This statement is suggestive of one reason why a consistent recommendation has not been made.
Polarity is impacted by a number of factors, including glare, flicker, background luminance, and
user's light adaptation level, If positive polarity is used, its brightness level should not be so high
as to wash out surrounding displays/surfaces, or to impact the light-adaptation level of the user.
Consequently, decisions as to polarity must consider the performance level of the display (can
the greater likelihood of flicker occurring be controlled) and the general lighting conditions of the
cockpit.

Only one of the reviewed aerospace documents provides a specific recommendation concerning
contrast direction/ polarity. MIL-STD-1472D specified that “Pictorial or situation data such as
plan position indicator data, shall be presented as luminous symbols/dark background” (Section
52.4.9). This recommendation may be in*erpreted to mean that IAP charts should be displayed
with dark backgrounds. It is not clear, however, that this conclusion is adequately supported. In
fact, some researchers of aviation charts (e.g. Taylor & Hopkin, 1975) clearly recommend the use
of positive polarity because of the specific requirements such charts have to present legible
symbols and to code land surface heights. The VDT literature, in contrast, appears to be far from
unequivocal on the issue (see Table 2-8).

Because of the potential need to represent land surface heights and other continuous forms of
information, a recommendation is made here to use positive polarity. This recommendation is
based, however, on the assumption that those factors negatively impacted by the use of positive
polarity, such as flicker, can be adequately handled.

For CRT and |.CD formats, positive polarity is probably pré{ermd because of
the unique information formai requirements of IAP charts,

25.5.2 Parer DispLavs

With regard to the paper presentation of IAP charts, both comrmon practice and the relevant
national staiidasds specify that contrast direction should be dark (black) symbolsona hg,ht
background.

Contrast direction, on papér. shouli be dark symbols on a light bac'kground.

256 Convergence and Focus (CRT;

ARP 1874 and AS 8034 state that lines, symbols, and characters should have no tails, squiggles,
skews, gaps or bright spots. Also, the color of a line or symbol should always be obvious. In
essence, this means that characters and symbols should possess high symbol quality. Symbol
quality can be a problem for CRTs because of the use of electron guns for writing images on the
screen. Improper focusing of the electron gun can cause hlurring, If several electron guns are
used with a pattermed screen, blurring can result if the electron guns do not properly converge.
Descriptions of photometric techniques for measuring misconvergence and geometric distostion
are provided in ARP 1782
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Table 2-8. VDT Recommendations for Contrast Direction/Polarity

Source Contrast Direction/Polarity Comments/Conditions

Shurtleff (1980) Either Should have manual
control of polarity.

Rey & Meyer (1977) | Negative contrast preferred Negative contrast equals
dark symbol on bright
background

-] German Safety Negative contrast preferred

Standards (1980)

e

IBM (1984) Either

Cakir, Reuter, von Negative contrast preferred

Schmude &

Armbruster (1978)

For the unaided observer, geometric distortion and misconvergence can be assessed by noting
significant bluriing of displayed symbology. This evaluation process should include filling the
screen with characters in order to evaluate all parts of the screen. W's and M's are especially good
for this purpose because they are large letters that fill the entire character space. Use of a variety
of different symbols and fonts during the evaluation process should provide sufficent conditions
for assessing convergence and focus. Table 29 suggests that misconvergence, when assessed by
photometric measurement, should be no greater than approximately .7 milliradiuns.

For the unaided observer, lines, symbols, and characters should have no talls,
squigales, skews, gaps or bright spots. Line color should ba obvious. Empleying
photometric measurements, misconvergence should not be greater than 0.7
milliradians.

257 Symbol Alignment (CRT, LCD)

Some of the information in YAP charts is presented in tabular form. In other cases, information
must be aligned with the correct label. Display media may differ with respect to how accurately
symbols are aligned relative to each other. Table 2-10 presents the aerespace recommendations
for symbol alignment. There is general consensus that alignment of symbols, both horizontally
and vertically, should be within 0.2 inches. If photometric tools are not available, the display can
be evaluated by filling the screen with characters, such as M's or W's, and assessing their appar-
ent alignment,
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Table 2-9. Aerospace recommendations for convergence.

Source Convergence Conditions/Comments

ARINC 725-1 | The centers of any two of the primary
color lines which produce a composite
color line should be converged within
0.018 inches {.5mm) throughout the
entire display area over the full
dimming range.

ARP 1874 Width of any misconverged portion
shall be no larger than the width of the
desired color. Typically... should be
within 0.55 mr within the central 80%
of the screen asid 0.7 mr over the entire
screen froris any point within viewing
envelope.

AS 8034 (When a multiple gun or beam
penetration CRT...) convergence shall
be within the average of the line
widths, (When a raster generated
symbology...) convergence shali be
within one display line width or 0.7
reilliradians, whichever is greater.

{ To the unalded cbserver of a CRT or LCD, symbols which should be aligned |
| eithar horizontally or vertically shoula appear so aligned, Employing photometric
tachniques, symbol atignmsnt should be within 0.2 inches.

253 Defects and Line Fallures (CRY)

LCDs are subject to failures of individizal elements, resulting in the element remaining always

“on” or “off.” Similarly, stmple or multiple row or column line fallure can occur. At this ime, no
standards exist to define sinimuin failure standards. However, any defects that might occur
should not be distracting or cause misreading of information presented on the dispuy (Green,
1992). Row or columm failures should be an improbable oocwrence.

Any de!ams inthe dis;p!ay should not ba disiracting or cause information
misreading. Row or coluran fallures siould be improbable occuirences.
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Table 2-10. Aerospace recommendations for symbol alignment.

Source Symbol Alignment Conditions/Comments

ARINC 725-1 | The error in position in accuracy of one
symbol with relation to another one
should not be more than 0.02 in (.5

mm).

ARP 1874 Shall be aligned at their midpoints to At viewing distance of
within 0.7 mr from any point within 28 inches equals 0.02
the instrument’s viewing envelope. inch

AS 8034 Symbols which are interpreted relative

to each other... shall be aligned,
including parallax effects throughout
the design eye viewing envelope, to
preclude misinterpretation of
information.

25.8 Antl-Allasing and Shades of Gray (CRT, LCD)

Two critical parameters for representing high information density on a display medium are anti-
aliasing and shades of gray. Aliasing refers to the stair-step effect that can appear when diagonal
lines are portrayed on an electronic display. This effect occurs because when a pixel must be
either completely on or completely off. Anti-aliasing techniques are used to smooth out diagonal
lines.

For CRTs, aliasing is less noticeable because of phosphor smoothing, the overlap of emitted light
from each phosphor because of their Guassian distribution (see Section 2.3.2). For current LCDs,
however, aliasing is snuch more problematic because of the uniform distribution of Bght emitted
by each pixel surface (Pluche & Hansman, 1990). Future LCDs may combat this problem by
lighting up parts of a pixel.

Although there are no accepted standards for the allasing problem, display evaluation should
include visual inspection of diagonal lines to ensure that the display will be capable of clearly
presenting lines in a variety of different orientations.

Lines and characters presented on CRTs or LCDs should appear smoothly
written and contain no unwantes] jagged edges. Special attention shouki e
paid to angled lines drawn on LCDs, which are the most difticult to anti-alias.

Current instrument approach charts are printed with three shades of gray. Transfer of IAP charts
fron the paper to eloctronic media may requise the capability te present shades of gray on
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electronic displays. Pluche and Hansman (1990) describe three methods for generating gray
shades to be on electronic displays:

1. Spatially, where resolution lines are combined to give different gray shades.
Sequentially, where refresh rates are combined to give different gray shades.

Excitationally, where the emission is in proportion to the excitation modulation like in the
CRT. The modulation can be achieved by either pulse width, or amplitude, or a combina-
tion in the excitation signal.

Current acrospace recommendations do not specify a minimum gray scale capability for elec-
tronic fhght deck displays. However, 15 gray levels are generally assumed to be necessary to
minimize antialiasing and chromatic distortions.

A minimum of 15 gray levels is likely to be required for near-term IAP chart
electronic displays.

2.5.10 Viewing Angle (CRT, LCD)

Viewing angle, as a contributor to display quality, refers to the legibility of displayed symbology
when the screen or page is examined from an angle other than perpendicular to its face. Because
the orientation of a page can be readily modified, viewing angle is not an important factor for
paper displays. Viewing angle is a much more serious consideration for electronic displays.

The limit of the viewing angle for a particular electronic display is usually described as the point
at which the contrast ratio reaches a predetermined lower Bmit (Pluche & Hansman, 1990). Care
must be taken that the manufacturer’s acceptable minimum contrast ratio meets or exceeds the
certifier’s minimum.

With regard to a minimum viewing angle requirement for flight deck displays ARINC 725-1 is
the most specific (sce Table 2-11). A left/right viewing angle of 53/53 degrees and an above/
below viewing angle of 35/0 degrees appears to be sufficient, depending on the location of the
electronic JAP relative to the user. If the electronic AP chart is to be incorporated into the
primary Electronic Flight Instrument System (BFIS), these ang!es are probably adequate, Place-
ment in other locations, however, nng,ht rcqutm extreme viewing angles in one direction or
another. In addition, simultancous viewing by other crew members may require fusther modifi-
cations of viewing angle mindmuns.

At present, LCDs have the greatest difficulty in meeting viewing angle requirements, Special
attention, therefore, should be pajd to viewmg, angle when assmsing the adequacy of any LCD

1AP display.
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Table 2-11. Aerospace recommendations for viewing angle.

Source Viewing Angle Conditions/Comments

ARINC725-1 | Should be designed for a minimum
viewing angle, from the normal line, of
53 deg left, 53 deg right, 35 deg above,
and 0 deg below.

ARP 1874 Shall be completely visible from any
eye position within the instrument’s
viewing envelope as specified by the
equipment manufacturer.

AS 8034 Shall have a sufficient viewing angle to
provide complete visibility of the
displayed information from any
viewing position within the specified
design eye viewing envelope.

Current aerospace recommendations require a viewing angle of 53 degrees in
the left and right direction, 35 degrees above, and 0 degrees below a plane
pemendicular to the screen face. However, display location and additional crew
member viewing may require different specitications. Special attention should
be pald to the viewing angle characteristics of any proposed LCD AP chart.

26 TEMPORAL VISION

The perception of change takes place through detection of changes in the light over time. These
changes are most common when they occur as a result of an event, such as the movement of an
object. IAP charts embodied on electronic displays in the near-term are expected to provide static
representations of navigational information. Consequently, it would appear that temporal vision
is not an issue.

However, IAP charts presented on electronic displays will have temporal instabilities that must
be considered. Two types of temporal instabilities must be considered, flicker and jitter.

26.1  Flicker and Refresh Rate (CRT, LCD)

Flicker refers to variation in luminance over time that occurs as a result of constant rewriting of
the image on the screen to prevent the image from degrading. Flicker on CRTS arises as a conse-
quence of two factors: the decay rate of the phosphors used to form a symbol or character, and
the rate at which the electron beam veactivates the phosphors. If the sefresh rate is too slow the




Table 2-12. Aerospace recommendations for refresh rate and flicker.

Source Refresh Rate Comments/Conditions
ARINC 725-1 > 50 Hz for stroke written dis-
play; 40/80% f~» 2:1 interlace
raster scan
ARP 4102/7 Shall not cause eye strain or
other undesirable
physiological effects
ARP 1874 Since a subjective Flicker is determined by
phenomenon, criteria cannot refresh rate, phosphor
be “no flicker”; should be persistence and the
barely discernible day or night | method of generating
considering foveal and full mixed colors

peripheral vision and a format
most susceptible to producing

flicker

AS 8034 Shall not exhibit anr For the full range of
unacceptable level of flicker ambient environment

lighting

MILSTD 1472D Maximum possible “consistent | For gréphic displayé
with the uset’s information
handling rates”

2 fxames per secmd/ﬁelds per second

image will appear to flicker or blink. chkermsmocans&a result of the repeated applica-
tion of voltage to the pixels.

Flicker can affect the display user in two ways. In some cases, it can actually be seen as a very
rapid blinking of the characters and symbols displayed on the screen, which can be distracting to
the user. Evenif it is not actually seen, flicker can < .use eye strain and other forms of visual
discomfort. Flight crews may be less subject to problemts such as eye strain because they typically
do not stare at display screens for long perlods of time. However, the broad range of iltumination
conditions may nuske the problem of flicker more difficult. Also, flicker can reduce visual acuity
and hinder the process of eye accommodation required to read the screen.

Flicker sensitivity is a function of several factors:
o Sizeof theares: Flicker will be seen more quickly in a large area than a small area.
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Table 2-13. VDT recommendations for refresh rate and flicker.

Source Refresh Rate Comments/Conditions

Cakir, Hart & 25/50 or 30/60

Stewart (1980)

Michel (1983) 50-60 Hz Dependent upon lighting
conditions

Gorrell (1980) 60/60°

Reading (1978) 25/50 or 20/ 60

IBM (1984) 50 Hz 40 Hz with interlace
technique depending
upon brighiness

Bylander (1979) 50- 60 Hz

Sherr (1979) 50 - 60 Hz

ANSI/HFS (1988) | Flicker free Should be empirically

| demonstrable

Deutsche Institut fur { 25 frames per sec/50 Hz for Higher for negativé

Normungen (1982) positive contrast contrast

German Safety Flicker free

Standards (1980)

? frames per second/fields per second

» Brightness of the screen: The brighter the screen, the more susceptible will that display
be to flicker. An important implication is that positive polarity displays (dark charac-
ters un a light background) will be iore susceptible to flicker. Also, the high ambient
lighting conditions that can be found in the cockpit increase the likelihood that flicker
will be seen.

Tables 2-12and 2-13 present the compiled seconunendations from the aerospace and VDT
- literature.




Table 2-14. Aerospace recommendations for allowable jitter (for CRTs).

Source Allowable Jitter Conditions/Comments
ARINC 725-1 0.2 millimeters
peak-to-peak
ARP 1874 £0.3 milliradians Anywhere within
peak-to-peak viewing envelope
AS 8034 <0.6 milliradians

Given thr:se values it appears that for CRTs a refresh rate of 50 to 60 Hz is appropriate. For LCDs
a lower refresh rate is usually acceptable, and minimum frame rate of 30 Hz has been recom-
mended (Pluche & Hansman, 1990). Because of the unique environmental conditions of the
cockpit, these rates should be treated as minimum performance levels that should be visually
evaluated under realistic flight conditions. This evaluation process involves staring at the screen
at a normal viewing angle and using peripheral vision, which is espedally sensitive to motion, to
detect any variations in the appearance of the screen.

For the unakded observer of a CRT or LCD, there should be no undesired rapid
temporal variation in display luminance for a symbcal or display field. For CRTSs,
a refresh rate of 50 - 60 Hz is generally acceplable. For LCDs, a frame rate of
30 Hz may be acceptable.

262 Jitter (CRT, LCD)

The second temporal consideration is jitter. Jitter can occur on raster-written CRTs when there is
= slight displacement in the dot locations of a character as it is rewritten each cycle, The percep-
tion of jitter is influenced by the frequency and spatial displacement of the image. For example, at
those frequencies to which the visual system is most sensitive (about 1 to 3 H2), a displacement
of 10 arcseconds or more will be perceived as jitter. Jitter frequencles above 25 Hz are usually
seen as image blurring rather than jitter (IBM, 1984).

Jitter is typically not a factor in LCD displays since each pixel has a fixed position. However, the
processing algorithm that determines which pixels light up during eah frame may cause a slight
jittering effect for specific characters, especially when anti-aliasing is involved. Unfortunately, no
data isavailable with regard to acceptable jitter lisnits for LCDs.

Table 2-14 displays the aerospace recommendations for jitter. For CRTs, it is not apparent that
any strong conclusion can be reached given the range of values shown in this table. Given that
Jitter may be compounded by the levels of vibration found in the cockpit environment, the most
restrictive performance level, 0.3 milliradians peak-to-peak, will be recommended. Again, visual




evaluation should be performed by staring at a screen filled with characters, and using periph-
eral vision to assess whether jitter is detectable.

For the unaided observer, a static CRT or LCD display should contain no
discernible jitter. Employing photometric techniques, image jitter should be
within 0.3 milliradians peak-to-peak.

2.7 CHROMATIC VISION (CRT, LCD)

Some of the factors that affect the perception of color were described in Section 2.2. This review
emphasizes the importance of a number of factors, such as ambient light level, on our perception
of color. The underlying point is that color perception is not absolute, which complicates the
attempt to select colors that will always be detectable under normal cockpit conditions.

In order to specify colors for display use, it is important to use a system that accurately describes
each color. The CIE color system, shown in Figure 2-1, was developed to serve this role. Al-
though there is sorne variation due to individual differences in the perception of color, the CIE
established in 1931 a standard normal observer which defines a function relating the spectral
composition of a light and its “normally” perceived color. (Foran excellent discussion of the CIE
color system, see Boff & Lincoln, 1988).

The original CIE color system and its later revisions provide a metric that allows researchers to
determine objectively the colors produced by different equipment in different laboratories. In the
CIE system, all colors may be mapped into a two-dimensional space, for example x and y. Each
monochromatic color (comprised of a single wavelength) defines a point along the U-shaped
outer boundary. Points along a line towards the middle reflect colors with less purity (saturation)
until they reach the middle vegion which represents white, -

Data en chromatic discrinination may be mapped onto the CIE 1931 chromaticity diagram as
shown in Figure 2-1. Lines along the outer boundary vepresent equal steps in subjectively
perceived color (dominant wavelength). Lines toward the middle represent equal jamps in color
purity. As can be seen, equal distances in the CIE color space do not represent equal steps in
perceived color. Figure 2-2 diagrams subjectively-equal color spaces where the ellipses vepresent
the bowndaries of the just noticeable differences. As shown in this figure, discriminability is
greatest in the extreme blue and red ends of the spectrum (the extremie low and high wave-
lengths, respectively), whereas discrimination is relatively poor in the green, blue-green, and
yellow-green regions (Snyder, 1960). The implication of these resuits is that colors designed to
maximize separation in a CIE color space will not necessarily maximize perceptible separation.
Therefore, it is not possible to ensure, a prion, that electronically generated colors will be easily
discriminable in all viewing situations. Display designers must be carefud to determine that
adequate simulation testing has been done on any proposed color set. '

Other factors that impact color selection include:
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Figure 2-1. The CIE color system.

- o Chromatic differences are more difficult to detect when applied to very small objects.
The application of color to sysbols should ensure that the colors used are maximally

] ﬂmnomuleyesblue—blhdmﬁwmnhalfowmwhmhmﬁmpmebmeis&pe-
- dally difficult tosee;

*  Some conumon forms of color deficiency require that colors differ in the amount of

blue present as well as red-green in orderto bedbﬁnguished,hmwgg&dngﬁm '
blue beused as a component color of most symbalogy; and

. @ Because of chromatic aberration in the eye, displays using extreme red or blue may
create a three-dimensional effect, thus requiring that their use be used with caution
and adequately tested for influences on pilot performance.

1t is important to note that current color generation techiniques for electronic displays sometimes
- sesult inveduced resolution or addressable pixels per inch (Pluche & Hansman, 1990). Certitiers
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Figure 2-2. Use of the CIE color system for mapping discriminable colors.

of elactronic IAP charts must be aware that adding color to o display may possibly degrade
overall safety and performance if not tested adequately. Some considerations to keep in mind
are: , : : '

»  Approximately 1% of Class | pilots have obtained smedical waivers for coler vision.
- More importantly, some of the tests used to pilot color vision are desipned to pass
individuats with mild to moderate color deficiencies. Therefore, a wide variability in
performaice in colar vision discriminability is present in certified pilots (ARP 4032).

e Eachtype of display technology has ils own unique problem for adequately repﬁsez\t-

ing color in the cockpit. For CRTs there is significant washout of colors at high ambient - N

 illumination levels. For LCDs there are chromaticity shifts at off-axis viewing angles,
Generating adequate color for all pcwble viewing situations xssu!! a (edmologmal
problemin theshosttee. -




© Although enhancement of performance through the use of color has been demon-
strated for a wide variety of activities and settings, no systematic controlled studies
have shown that using color has similar effects for pilots using IAP charts.

These considerations plus others, make it difficult to state with confidence specific recommenda-
tions for the use of color in electronic IAP charts. With this in mind the following conclusion is
provided.

Any use of color in electronic IAP charts should be adequately tested in fiight
situations with a representative sample of pilots. As a guideline for the design of
such devices, ARP 4032 should be consulted.

It is also important to ensure that chromaticity uniformity is preserved. AS 8034 specifies that the
chromaticity difference between any two points of the same color located at any position on the
screen should not be sufficient to cause erroneous interpretation of that information. This is
especially critical if color coding is used.

There should be sufficient chromaticity uniformity 'to ensure adequate
interpretation of information.

Additional guidance on the use of color is provided in the remaining chapters of this Handbook.

2.8 TABLE OF CONCLUSIONS AND SUMMARY

Table 2-15 presents a quick reference sumunary of the conclusions and reconunendations de-
scribed in this chapter. As was mentioned in the beginning of this chapter, two types of conclu-
sions are usually presentect One version for the unaided observer and a second more specific
reconumendation which assumes the viewer has access either to the manufacturer's spedifications
or appropiiate equipment for condudting photomeaic measurenents, ARP 1782 should be
consulted for conducting such measurenients.

Some final commients need to be made about these guidelines. For a number of reasons, these
guidelines should not be treated as absolute values that wust be met. Tradeoffs oftan nwst be
nade since achieveniont of one requirement nay occur at the expense of other requiremants. In
addition, the standards that have been used to derve display performance values are not ovi
ented towards the specific situntion of the 1A chart. Conseguently, it is essential that pdgment
be used in agplying them to the case of IAP charts. Also, nuny of the reconuviendations de-
scribed here are not based on the type of experimental foundation that is usually dusired. In
nany cases, praclical experieice and judgment has been used in place of missing experimental
data. Finally, and perhaps most importantly, the rescarch and theory on how the visual systeta
works is not sufficient to dlose the gap between basic aind applied vescarch

In spite of these limitatiors, the data provided in this chapter represents current thinking on ow
to ensiv that displays meet sufficient display quality eriteria. Althoug.. the reconimendations

- desaribed here are likely to be supplemented or replaced by mwore clearly bused reconvmenda-
dons in the future, these standards do offer some guidance, espedially when used in conjunction
with visuz evaluation of display perforinanre under seadistic flight conditions.
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Table 2-15. Summary of conclusions (cont. next page).

Display Parameter

Conclusion

2.5.1 Resolution (Paper,
CRT. LCD)

Resolution should be as high as achievable for electronic
media. For paper, an effective resolution of 300 dpi
(print quality of 600 dpi) has proven to be acceptable.

2.5.2 Mean Luminance
(CRT, LCD)

Manual controls, either in conjunction with or
independent of automatic controls, should be made
available to the user to vary mean screen luminance.
The appropriate screen iuminance range will be
dependent upon the contrast ratio and size of displayed
symbology, hence a minimnum value cannot be
specified. However, a range of 0.1 - 200 fL has been
suggested.

2.5.3 Luminance
Contrast/Contrast Katio
{(pager, CRT, LCD)

CRT, LCD: A minimum luminance contrast ratio or 10:1
is desirable for all viewing situations, however, a lower
contrast ratio may be acceptable if adequate testing
justifies a lower value.

Paper: Instrument approach procedure charts sheuld be
printed with sufficient contrast between the characters
and their background that they are easily read in all
viewing situations.

- | 2.5.4 Luminance ‘
Uniforriity (CRT, LCD)

For the unaided observer, non-uniformities in
brightness or color should not be present. Employing
photometric techniques, 4 large area non-unifo.mity of
less than 20% is acceptable. For luminance variations
within half a degree of arc, 50% or less is acceptable.

2.5.5 Contrast
Direction/Contrast
Polarity (Paper, CR”,
1CD)

CRT, LCD: No clear conclusion available, Either
contrast directior: is acceptable at this time.

Paper: Cuntrast direction should be dark symbols on a
light background.

25.6 Convergence and
Focus (CRT)

For the unaided observer lines, symbole. and characters
should have i tails, squiggles, skews, gaps or bright
spots. Employing photometric measurerments,
misconvergence sirould not be greater than 0.7
milliradians.

42




Table 2-15. Summary of conclusions (cont. from previous page).

Display Parameter

Conclusion

2.5.7 Convergence and
Focus (CRT)

To the unaided observer, symbols which should be
aligned either horizontally or vertically, should appear
so aligned. Emp”ying photometric techniques, symbol
alignment should be within 0.02 inches.

2.5.8 Anti-aliasing and
Shades of Gray (CRT,
LCD)

Anti-Aliasing: Lines and characters should appear
smoothly written and contain no unwanted jagged
edges. Special attention should be paic to angled lines
drawn on LCDs, which are the most difficult to
anti-alias.

Shades of Gray: To minimize antialiasing and
chromatic distortions, a minimum of 15 gray levels is
required.

2.5.9 Viewing Angie
(CRT, LCD)

Current aerospace recommendations require a viewing
angle of 53 degrees in the left and right direction, 35
degrees above, and 0 degree below a plane
perpendicular to the screen face. However, display
location and additional crew member viewing may
require higher specifications. Specizl attention should be
paid to the viewing angle characteristics of any
proposed LCD display.

26.1 Flicker and
Refresh Rate (CRT,
LCD)

For the unaided observer, there should be no undesired
rapid temporal variation in display luminance for a
symbol or display field. For CRTs, a refresh rate of 50 -
60 Hz is generally acceptable. For LUDs, a frame rate of
30 Hz may be acceptable.

262 Jitter (CRT, LCD)

For the unaided observer, a static display should
contain no discernible fitter. Employing photometric
techniques, image jitter should be within 0.3
millivadians peak-to-peak.

2.7 Color
Discrimdnation (CRT,
LCD)

Any use of color in electronic 1APs should be
adequately tested in flight situations witha
representative sample of pilots. As a guideline for the
design of such devices ARP 4032 should be consulted.
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3. INFORMATION PRESENTATION
REQUIREMENTS FOR IAP CHARTS

3.1 CVERVIEW OF CHAPTER 3

To this point, the handbook has addressed issues concerning the visual requirements of the eye
and the performance constraints these requirements place on the paper or electronic medium
(Chapter 2). The remainder of the handbook builds upon this material in order to look at how
IAP chart information ele nts should be organized and laid out to support efficient access to
these elements, when required.

Chapter 3 is organized into two major sections. Section 3.2, “The IAP Chuart User's Task,” pre-
sents a simple framework for understanding how pilots perceptually interact with JAP charts.
This description sets the stage for the remainder of Chapter 3 by specifying those unique charac-
teristics of IAP chart use that can help to identify the subset of available experimental literature
maost likely to offer useful design guidance. In addition, this description provides the logical
framework used to organize the presentation of this guidance information so as to best demon-
strate its value and utility. Section 3.3, “The IAP Chart Designer's Taol Box,” explains how the
guidance infrrmation will be presented. The metaphor of a “tool box” is used to suggest that the
designer has available a variety of visual “tools” that can be used to influence the perceptual
system of the IAP chart user to support efficient and accurate access to desired informatior,

Descriptions of the individual tools, together with what is known about how they are best
applied, is provided in Chapters 4, 5 and 6. Chapter 4, “Orienting Within The IAP Chant,”
dewabesasetoftoo!sﬁ\atcanbeusedtelayoutlAPcharth\fonnaﬁonmalugimlandmmis‘
tent fashion so as to support the user’s ability to quickly and accurately find that part of the chart
maost likely to contain the target information. Chapter 5, “Search and Legibility,” describes some
tools for ensuring that alphanumeric and symbolic information can be easily detected and
identified. Finally, Chapter 6, “Search and Peripheral Vision,” presents a set of tools that can
contribute to efficient search within a given part of the JAP chart,

The tools available to the designer offer a variety of ways for improving the design of IAP charts,
These tools are appled to specific parts of the chart but, together, they affect the overall appear-
anceand usability of the chart. To ensure that the impact of each individual application of a tool
as it affects the JAP chart as a whole is considered, Chapter 7 revietvs the perceplual require-
ments that must be met by the overall appearance of the chart, Included in this chapter ave some
final thoughits and reconmniendations cn how best to make use of the IAP chart disigner’s tool
box. Finally, the guidance information principles developed in these chapters are listed i an
Appendix.
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3.1.1 How to Use the Information in Chapters 3 Through 7

A complete handbook on how to effectively present information on an IAP chart would consist
of specific rules, such as what font size to use for a given piece of alphanumeric information and
how much white space should be present between individual visual elements (alphanumeric
characters, symbols, boundary lines, etc.). The state of our knowledge about how people perceive
does not come close to achieving this objective. If it did, we could simply develop an expert
system that would take the individual information pieces and produce a fully designed chart.
There would no longer be a need for IAP chart designers nor, for that matter, would air certifica-
tion specialists be charged with the responsibility of evaluating new charts as they are intro-
duced.

This chapter does not even attempt to provide such specific guidance because it would be
misleading at best. Instead, it offers guidance on how to think about the design of IAP charts,
taking into account what is known about how people perceptually interact with these charts and,
for that matter, other forms of visual displays. This understanding is supplemented by guidance
information about font sizes, tools for highlighting information, and other topics. However, this
guidance is, in almost all cases, less specific than might be desired. The user of this material must
contribute his/her own judgment as to how this information should be used for a given applica-
tion. This judgraent becomes especially important in that the appropriateness of a specific tool
depends upon the specific design issue in question. The suggestions contained in this chapter
must be customized in their application to any specific design problem. This is nof a cookbook
that can be passively followed. Instead, it is a way of looking at chart design that, hopefully, can
help to sensitize the designer to new design opportunities that may lead to more usable IAP
charts.

32 THEIAP CHART USER'S TASK

IAP charts provide a range of information required to accomplish safe and expeditious landings
under instrument (and occastonally visual) flight conditions. Because these charts are frequently
accessed during the actual approach, they must support rapld access to critical information and
accurate recognition of this information under flight conditions that can include extremes in
lighting and vibration that can hinder easy reading of the chart.

Given the important role these charts play in supporting the flow of traffic through often busy
airports, it Is surprising that very little experimental attention has been devoted to identifying
ways for improving their usability. The lack of direct data necessitates a look at other domains,
such as typography and cartography, that might provide valuable guidance. Entering other
domains means, however, that dedsions must be made as to the relevance of the data for the IAP
chart application. These decisions are best made within the context of some understanding of
how pilots use these charts. Unfortunately, little attention has been paid to this issue as well.
Cartographers, however, have developed a variety of models representing how users interact
with maps in general Examples of cartographic models (see Board, 1981, for a review) include:

o Communication models that are variations on the Shannon-Weaver model of informa-
tion transfer (e.g. Koldcny, 1969; Wood, 1972b). In keeping with the Shannon-Weaver
framework, these models emphasize the amount of information that is transferred
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from the sender (the IAP chart designer) to the receiver (the IAP chart user). For the

urposes of this chapter, the concern is not with “amounts” of information that are
transferred but, rather, how to present that information so as to ensure that the user
successfully perceives it.

o Semiotic models that attempt to apply semiotics, the theory of signs (see Eco, 1976, for an
example of a generic semiotic model), to understanding how maps are read (e.g.
Schlichtmann, 1985; Wood & Fels, 1986). These models address the “visual logic” by
which signs used on maps (symbols, words, etc.) relate to the information they repre-
sent. Although this approach possesses obvious intuitive appeal, its strength lies
outside the scope of this Handbook. The handbook is constrained to issues of a percep-
tual nature, that is, how to make the information that is presented easily perceived by
the user. The meaningfulness of this information, although clearly an important issue,
is not addressed.

* Information processing models, based upon traditional cognitive models that specify
stages through which information passes as it is processed by the cognitive system
(e.g. Dobson, 1979a; Eastman, 1985a). Unfortunately, these models are clearly dated
and cartographic theory has failed to replace them with more recent models (Blades &
Spencer, 1986). In addition, these models tend to focus on the role of memory in
reading maps, devoting less attention to perceptual processes.

Clearly, these three modeling approaches do not address the specific goals of the Handbook, an
important reason being that they focus on aspects of map use that are not appropriate given the
focus on perceptual interaction with JAP charts. However, the development of a complete model
of how pilots perceptually interact with IAP charts is also outside the scope of this handbook. In
place of a complete model, a simple framework of assumptions has been developed to serve the
critical role of providing criteria for evaluating the relevance of experimental data. An example of
how the assumptions made about IAP chart use impact the identification of guidance informa-
tion may help to demwonstrate the critical role played by these assumptions.

An important issue for IAP chart desigi is how pilots look for information presented on a chant.
The obvious assumption is that pilots rezd an IAP chart in the some sort of way they read textina
book or magazine. This assumption suggests that the pilot scans the chart, starting at the upper
left-hand comer and works down through the chart from left to right and top to bottom. How-
ever, an altemative assumption is that IAP charts are smmwd in a manner shmdlar to maps,
pictures, and other formts of visual display.

The research on picture and wmap scanning (Dobson, 1979b; sce Rayner, 1978, and Castner &
Eastman, 1985, for reviews) shows that the eye is drawn to high information density locations of
2 map or picture and jumps over low information density parts, at least during initial scans. Eye
movenent patterns are also influenced by pre-existing knowledge of the map or picture being
scanned. With respect to IAP charts, this vesearch suggests that the eye movements of a pilot are
controlled by a combination of knowledge of how IAP charts are typically visually organized
{top-down control due to expectations and prior experieiwe), together with visual information
provided by the chart being scanned (bottom-up control using visual “clues” to determine the
most informative parts of the chart).
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This dual-control view of AP chart scanning suggests that there are two basic stages involved in
seeking and finding a specific piece of information. The first stage involves finding the general
location of a piece of information. IAP charts possess a fairly consistent overall structure, al-
though this structure differs between NOS and Jeppesen charts. With a few exceptions, non-
geographically based information (that is, information other than waypoints and other types of
information that are tied to their real-world position) is found in the same general location across
all charts provided by a given manufacturer. This consistency provides the pilot with an immedi-
ate advantage in that he/she knows a general location in which to begin the search.

For example, on the NOS charts, the missed approach instruction is typically located within the
profile view section of the chart. Also, the pilot is likely to have an idea of the general appearance
of this information: Missed approach instructions are usually blocks of text which are visually
unlike most of the other types of information found in the profile view section. Consequently,
these instructions are not likely to be confused with cther types of information on the basis of
their general appearance. Similarly, landing minima given for each category of aircraft are
always presented in tabular form on the NOS chart. Without even having to read the table, its
unique appearance helps to draw the eye to that location fairly quickly. This process of finding
the general location of information is referred to here as orienting.

Once the general section has been found, the pilot then must search for the specific target infor-
mation. The search process relies on more specific perceptual clues that help the pilot to know
when that piece of information has been found. These perceptual clues are obviously specific to
the type of information of interest. Again, though, consistency in the coding system used by the
chart helps to support this process. Certain types of information are always located in the same
plac 2 within a given section. An example of this is the name of the airport, which is always
presented in the upper right-hand comer of the LAP chart, or the runway and type of approach,
which always appears in the upper left-hand comer of the chart. Other types of information vary
in accordance with actual geographical location, such as waypoints. In this case, the pilot knows
to look for the name of the waypoint and usually has a general idea of where the waypoint is
likely to be located. Still, the waypoint must be found and differentiated from all other waypoints
in that general location. In still other cases, the pilot looks for a labe), then finds the variable for
that label. For example, a number of frequencies may be provided in the upper left-hand comer
of the plan view. The pilot looks for the label (e.¢. UNICOM), then the frequency beside it

All of these examples suggest that a simplified way of understanding how a pilot uses an [AP
chart is a two-stage process: The pilot first orients to the appropriate location and then searches
within that location for the target information. Given this simple framework, the question then
becomes one of how an IAP chart can be designed to support each process. The remainder of this
Handbook looks at a set of design tools that may be useful as forms of visual “help” that can be
provided to support the pilot in efficiently and accurately finding target information. These tools
range from the use of lines and borders to selection of an appropriate font size and weight.

1t should be pointed out that issues of legibility are included under the topic of search. Under-
standing the general nature of the search process should explain why legibility is not treated as a
separate process. When we search for something, we not only must find it but must also be able
to confirm that the something we have found is in fact what we are looking for., Consequently,
there is an inherent requirement for information recognition in the search process. Take the case
of the pilot searching for the RBV waypoint. To simplify, the pilot knows she has found RBV
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when she is able to recognize RBY on the chart. If she finds some other waypoint and mistakes it
for RBV, her search process has {ailed. Legibility issues fit in with search issues because they
contribute to the search process by influencing the speed and accuracy with which the recogni-
tion part of search takes place. An illegible rame on a chart slows down the search process and
may also contribute to the occurrence of an error.

3.3 THEIAP CHART DESIGNER'S TOOL BOX

The previous section emphasized the roles of prior knowledge and visual elements on the IAP
chart in determining pilot accuracy and efficiency in perceptually interacting with a chart. The
IAP chart designer obviously cannot manipulate the chart reader’s prior knowledge. However,
the designer can use a variety of “tools” for attracting and influencing the movements of the eye.

These design t ~ols are already in use on existing IAP charts. White space is used to separate
individual information items while variations in font size are used to code the relative impor-
tance of some types of information. However, it may be possible to use these tools more strategi-
cally and with a well thought-out logic to enhance the visual quality of existing charts. It is the
goal of the next few chapters to encourage a reevaluation of how these tools are used.

Chapters 4, 5 and 6 comprise a review of these tools, together with available data as to when they
are best used (or not used). In Chapter 4, design tools that can be used to support the orienting
process are described. These tools are used with the primary goal of clearly specifying the major
sections of an IAP chart so as to enable the pilot user to visually access each section quickly. Tools
available for this process include:

¢ Distinctive Visual Appearance
¢ Standard Location

¢ Boundary Boaes

¢ White Space as Boundaries
*  Proximity

o Similarity

e Contrast

Chapter 5 describes the visual tools that can be used to ensure that alphanumeric and symbolic
information can be easily discriminated from the chart background and from each other. Two
sets of tools are described:

» Yont Characteristics (e.g. size, weight)
e Symbni Characteristics (e.g. line weight, fill)
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Chapter 6 addresses the issue of how to develop a chart that supports efficient visual search once
a specific portion of the IAP chart has been accessed. A number of tools are available for this
purpose and they fall into the following categories:

* Information Highlighting Tools (e.g. bolding, reverse type)
¢ Information Coding Tools (e.g. type size coding, color coding)
* Information Bounding Tools (e.g. boxes, white space)

Several general caveats should be made, however, before describing these tools. First, specific
rules defining when a tool should or should not be used cannot be provided. Instead, each tool is
described in terms of its likely effect on visual performance and the conditions under which its
effectiveness {or ineffectiveness) have been experimentally demonstrated. The intent in present-
ing this infor'nation may best be understood by means of a metaphor. The tools presented in
Chapters 4,  and 6 constitute : kind of “Lego set.” When a child uses Lego pieces to constructa
toy, each piece serves as both the material that forms the toy and the tools for attaching the pieces
together (the snaps used to connect pieces are part of each piece). It remains for the child to
decide which pieces to connect. Similarly, the design tools described here comprise both the
material and the tools. The material consists of the lines, color, textures, and other visual ele-
ments that appear through application of a tool. The tools for attaching the pieces together are
inherent in the logic of each design tool. As will be shown in Chapters 4 through 6, each design
tool possesses its own logic which constrains the conditions under which that toc. can be used.
This logic, in a sense, serves as the “snaps"” for employing a number of design tools to create an
integrated and coherent chart visua! structure, As is the case with Legos, the user must deter-
mine how to sensibly use them.

A second caveat stems from the impact map complexity has on the experimental process used to
assess the effectiveness of map design. A map's overall appearance is a function of a large num-
ber of variables, each of which reflects the use of one or more of the tools described here, In
testing the effectiveness of one or more of these tools, researchers have had to narrow the scope
of their inquiry by not looking at how each tool's effectiveness is impacted by all of the variables
found ona given map. Consequently, there are likely to be hidden interactions that have yetto
be identified. The experiinental results described here are valid for those conditions which define
the experimental environment in which the data were acquired. Potential difficulties may arise
when these results are applied to other situations (Bartz, 1670; Petchenik, 1983).

In addition, it should be remembered that each time these tools are used, there must be an
awareness of how their use impacts the overall appearance of the chart. Inappropriate or heavy-
handed use of a tool can upset critical visual dominance relations, causing visual confusion that
can obstruct efficlent perceptual interaction with the chart. Some eriteria for how to aveid this
problem are described in Chapter 7.

Finally, it is important to remember that JAP charts will be used under a variety of conditions to
achieve a range of user objectives. This means that the target information in one situation may be
the to-be-ignored information in another situation. Making one piece of information especially
attract’ 2to the eye means that in some cases that attractive infornation will draw the eyeauny
from target information. Optimal design must balance the attractiveness of comparable informa-
tion elements, since ouly une element is likely to be desired at any one time.
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4. ORIENTING WITHIN
THE IAP CHART

4.1 OVERVIEW OF CHAPTER 4

IAP charts are designed to provide various types of information that may be needed by the pilot
during a flight. To be effective, these charts must support efficient and accurate access to specific
information when it is required. To this end, chart information must be organized in accordance
with a logic that will enable the chart user to understand the layout of the chart and anticipate
where specific pieces of information are likely to be found. This organizational logic must then be
embaodied in the chart, by means of visual elements and appropriate layout of these elements, in
the form of a visual structure.

The concept of visual structure is critical to effective chart information layout. Robinson (1952)
compares the process of structuring visual information to the writing process. “One of the
essentials of writing deals with the maintenance of a proper relationship among the features
being presented. The appropriate amount of detail and emphasis should be applied to each
element. A visual composition likewise ought to be devised and arranged, insofar as possible, so
that each component appears logical both as to position and degree of emphasis. There is little
fundamental difference between the construction of a written outline and a visual outline. The
techniques are different, but the functional bases are the same” (p. 69). The visual structure of the
chart is the primary means available to the pilot for determining the organizational logic used to
position information on that chast.

An effective visual structure is based upon two elements, First, the organizational logicused to
determine which infornation elements should be presented together must be sensible and in
keeping with the needs and thinking styles of the chart user, For example, existing NOS charts
(see Figure 4-1) ave based upon an organizaﬂon that, at the highest level, assigns chart informa-
tion to one of five major categories (plan view, airport sketchy ete.). The chart user’s understand-

_ mg of this category structure enables hxm/ her to anticipate the types of idornation to be found
ineach category.

Deterniining how the information on a chart should be organized is not a simple nutter, nor i it

likely that there will be gencral agreement as to what this organization should be. Regardless of

the scheme used, it is important to renember that the success of a chart's visual structure is

~ critically dependent upon the organizational scheme used to categorize chart information and
the pilot's understanding of this scheme. A poor organizational logic m’casamy resulisina

weak visual shructure and an inadequate IAPchart.

A second critical determinant of visual structure is the way in which the organizational togic is
embodied in the visual appearance of the chart, The objective is to take advantage of the
strengths and “preferences” of the visual system so as to suppont efficient and accurate percep-
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tual access to information. Our visual system responds in characteristic ways to visual informa-
tion, enabling the designer to influence the movements of the eye through strategic use of visual
elements that tend to attract the eye. The advantage of this approach is a substantial reduction in
the cognitive demands made cn the pilot. It is, of course, possible to compensate for a cluttered,
disorganized chart by paying close attention to the chart, searching painstakingly through each
part of the chart, and attempting to make sense of the information displayed. The cost, however,
is substantial. The effort devoted to trying to work with the chart is effort taken away from the
other tasks the pilot must perform. There is also the increased risk of misreading the chart. A
better design approach is to take advantage of the strengths of the visual system, thus reducing
the demands made on other cognitive processes.

This chapter provides an overview of design tools that can be used to translate organizational
logic into an effective visual structure within the chart. Use of these tools is based upon the
assumption that the organizational logic is hierarchical in nature. A visual structure based upon
a hierarchy must address two aspects, (1) information elements and (2) relations between these
elements. In keeping with these assumptions, this chapter is organized into three sections.
Section 4.2 reviews the concept of a hierarchy and describes the implications of this form of
organization on the overall visual structure of a chart. This section also looks at the conflicting
requirements for embodying information elements and relations between those elements. An
important objective for information element design is distinguishing one element from all other
elements. Section 4.3 looks at tools for supporting information distinctiveness. In contrast,
embodying information relations requires that conunonalities between individual elements be
detectable. Tools for relating information elements are described in Section 4.4

Several comments should te made before describing how to develop a good visual structure.
First, there are no hard and fast rules as to what design tools should be used and how they
should be used to embody visual structure. Unfortunately, the perceptual phenorena described
here are complex and not readily subject to experimental manipulation. To adequately embody
an organizational logic, a variety of tools must be used. This means that the namber of varlables
that must be experimentally manipulated quickly becomes large and the ability to relate design
manipulations to variations in perfonmance substantially more difficult. The potential is theie for
the positive effects of some manipulations to be masked by the negative effects of others. Also,
the individual influence of a given design manipulation on user perfornunce is likely to be small,
although the combined effect of a number of variables may be large. In any event, manipulating
individual variables is laborious in that each individual variation must be assessed both in
isolation andd as it interacts with all of the other variables.

On the positive side, the suggestions on how to use these design tools are based upon methods
that are a part of acoepted graphic design practice. Even though formual evaiuation of the effec
tiveness of the design tools is lacking, we are very familiar with these tools through the variety of
printed materials we read and scan on a daily basis. Although we may not be consciously aware
of their use, our eyes have become very “educated” and sensit ve to thelr guidance value,

Although we are a lorig way from being able to specify exacily how chart visual structure should
be einbodied, having an understanding of the goals is valuable. Much of what is addressed in
this chapter is difficult to describe in words; understanding these concepls requires the reader to
be able to see them as they are embodied in actual examples. Once the concept is understood,
applying it may prove difficult because effective use depends upon visual judgment. There are
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o rules that specify distances, sizes, and other parameters that can be accurately measured. This
may be one reason why there is very little data available to prove that these concepts are impor-
tant. However, the concepts possess sufficient face validity to suggest that they should not be
ignored.

An additional complexity stems from the chart information itself. As was mentioned eatlier, an
effective visual structure depends upon having a good understanding of how the information
should be logically organized. In laying out an IAP chart, decisions are made as to where each
piece of information should be positioned on the page. These decisions take into account similar-
ity between information elements, their relative importance, and other factors which should
influence information location. !  ith respect to NOS charts, it is clear that more than one organi-
zational scheme is employed. The chart organizational logic clearly shows the influence of
information importance as an organizing scheme. For example, the name of the airport, runway,
and type of approach displayed in a chart is given a dominant position on the chart for the
obvious reason that this information is critical to ensuring that the pilot has accessed the correct
chart, Similarly, communication frequencies are prominently positioned.

The NOS logic also shows the influence of an organizational scheme that is based upon phase of
flight. Margin identification is used first to select the appropriate chart and ensure that it is
current. The plan view is used early in the approach since it serves to aid the pilot in orienting
towards the airport and runway. The information provided in the profile view and landing
minitnums becomes more critical after the appropriate physical orientation haz been achieved.
Finally, the airport sketch can be used to aid in maneuveting on the ground.

Organization of information on the basis of phase of flight has not been consistently utilized on
NOS chants. There are a nmber of valid reasons that preclude consistent implementation of this
organizational scheme. First, the information placed in a given flight phase location may be
accessed during other flight phases to support the pilot's cognitive requirements for orienting
and spatial awaceriess. In addition, the need to ensure that critical information, such as commu-
nication fravjuencies, are prominently located precludes consistent use of a single organizational
logic. A third cause stems from the tight space constraints of the chart which can result in there
being too much information to fit inte a given location. That information which does not fit must
then be placed elsewhere on the chart. Finally, and most importantly, pilots differ in their infor-
mation requisements. [ plannirg their approach, variations in infonnation noads are likely to
occur

Atterapling to satisfy all of these functional requise ments and constraints means that developing
a useful organizational logic is a difii.: It but necessary proc s since this logic defines the infor-
nuation pisves and relations between these picces that will then be embodied in the visual struc-
ture of the chart. The develenment of an organizaticnal logic is not dirertly addressed in this
Handbook but examiples of such a logic are shewn throughout the Handbook to demonstrate
how the use of design tools ave critically driven by this logic. Design tools are intended to convey
meaning, and this meaning is provided by the organizational logic.

Because there is no agreed-upon organizational logic, the examples have been developed in two
ways. Some examples use the existing organizational logic of the NOS chart 1o show how the
tools are heing used. Other examples ave hased upoit what could be done. For example, if the
organizational logic argues for treating all waypoints as conceptually belonging to the same




category, then tools such as using the same size or pattern could be applied to the waypoint
symbols to emphasize their similarity. These examples are intended to demonstrate how the
design tools can be used. They are not intended to argue that the organizationai logic used in the
example should be used. Such determinations must await further study.

4.2 THE VISUAL STRUCTURE OF AN IAP CHART

The term, “structure,” is defined here as “the formal configuration of elements, parts, or constitu-
ents comp. -ing a particular arrangement” (Cavalier, 1988, p. 301). This definition emphasizes
two aspects of structure: The individual elements that together comprise the overall display and
the relationships among those elements. A well-designed chart supports easy detection of the
primary parts of that chait, together with visual guidance suggesting how these parts relate to
each other.

The ease with which parts and part relationships are detected iz influenced by the graphic format
used to present that information. The term, “graphic forma:,” is used here to refer to the form in
which some subset of information is presented. A given set of information can usually be pre-
sented by means of more than one format, suck: as line drawings, tables, diagrams, and maps.
The best format for that information depends upon wiat aspect of the informistion is considered
to be of createst interest, For example, directions to a specific location can be provi:iad by means
of a map; a paragraph description; or a table which lists, in order, the actions to be made (“tum
right, heading 257") and the locations at which the acticn i to be performed (at RBV). Clearly,
some formats are likely to be more helpful than others, although individuals may vary as o
which forma they find to be most useful.

For IAP chasts, four types of graphic formats are typically usad (see Figure ¢4-2):

o Topographica! layouts (imaps), which provide a simplified yepresentation of a finire
geogrophical space. These layunts are used in the plan view and the airport sketch.

o Graphic layouts (diagram), which provide an iconic representation of a pattern of
infornuation. A graphic representation is used in the profile view to show impartant
information about the vertical approach path.

¢ Textual format (ranning text), which provides descriptions of missed approaches and
other verbal descriptions.

o Tabular format (tables), which are usad to lisy landing ndnimuins and approach tines at
spedific airspeeds.

The unique qualities of cach foriat must be kept in mind when applying the guidance informa-
tion described here. Not all of the guidance information will apply to each type of fornat. The
attempt has boen made to point out applications to ditferent forvnats, as appropriate.

Al of tie formats do share a common structure, in that they are ol hicranchical in nature. This
nweans that there are levels of informuation, with the highest levels in the hierarchy consisting of
the largest chunks or number of individual elements (see Figure 4-3). Bach chualt is comprsed of
snuller chunks until the lowest levels, the individual elements, are reached. In the case of the
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NOS charts, the highest level is defined by the five major sections of the chart. Each level com-
prises chunks or information elements that share some conceptual property. This shared prop-
erty is a relationship. For example, the plan view contains all of the information that relates to
geographical orientation, including runway location and important waypeints that can be used
for determining one's own path and orientation relative to the runway. Oiher types of relation-
ships that might be used include:

o Equnlity of imporiance. A hierarchy could be constiucied on the basis of importance, for
example, as related to safety, with the more important information being positioned
higher up in the hicrarchy.

o  Plase of flight. Each phase of the flight involving the use of an AP chart could haveiits
own section of the chart. All of the information relevant to large-scale navigation
involved in getting to the runway could be in one location {e.g. plan view) while the
details of transitioning down to the runway (e.g. profile view) would be elsewhere,

e Same type of infornution. For example, waypoints might be differentiated from other
types of navigation information in order to allow the chart user to visually move from

one waypoins to another.




o Frequency of information access. Some information elements may be frequently accessed
by the chart user while other elements are rarely used. Information elements could be
hierarchically organized on the basis of access frequency

The relationships used to group information elements are determined by the organizational logic
of the chart. It is likely that the hierarchy will be based upon more than one type of relationship.
In the NOS charts, for example, all of these relationships can be found in various parts of the
chart. Keeping them sorted out then becomes an important goal of chart design. Regardless of
the type(s) of relationship used, the goal is to emphasize the sharing of a common property.
Design tools can then be used to show that the individual elements “belong together” (ina
conceptual sense, not necessarily a physical sense) so as to support movement of the eye {rom
one element belonging to a group to another.

Showing group membership of chart elements is important but must not be done at the expense
of inhibiting detection of individual information parts or elements. Individual elements must be
clearly distinctive so as to enable rapid discrimination between them. It is likely that the chart
user will ultimately be interested in one waypoint at a time. Emphasizing the shared group
membership of all waypoints is important but must not reduce the user's ability to utilize the
available information about the target waypoint once it has been found. Tradeoffs between
discriminability and commonality will have to be made.

The remaining two sections of this chapter describe the design tools that can be used in support-
ing discriminability of parts and relationships between those parts. It is important that these tools
be used after t' e organizational logic of the chart has been specified. This organization wiil
determine how the information should be laid out on the chart and influence how the design
tools should be used. Consequently, the first tool for design, then, is of a conceptual nature.

Betore baginning the design process, prepare a hierarchical organization that
specifies the categorigs of information that will be used and the elements that
belong to each category. Define the categories on the basis of the types ot
relationships to be emphasized in the design.

4.3 SPECIFYING PARTS

In keeping with the hierarchical nature of the organizational logic, an IAP chart possesses mul-
tiple levels of parts, the highest level being the major sections of the chant, the lowest level being
the individual information elements. This chapter provides guidance on how to design an 1AP
chart that enables the user to quickly identify that part of the chart most likely to contain the
target information, The emphasis, therefore, is on how to visually differentiate the larger parts of
the chart. Guidance on differentiating individual information elements is described in Chapter 6.
It should be noted that the same basic visual processes are used to differentiate parts or elements
at all levels of the organizational hierarchy. The decision to address part differentiation and
element differentiation in two separate chapters is based upon the assumption that the guidance
nformation can best be explained if it is oriented specifically towards a given informational level.
The principles of part differentiation are, in many respects simpler at the higher levels. Different-
ating individual elements is greatly influenced by the type of element being considered, for
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example, alphanumeric characters versus symbols. Chapter 4 presents broad principles that
urnderlie the more specific guidance provided in Chapter 6. Familiarity with these broad prin-
ciples should help to make the more specific principles described in Chapter 6 easier to under-
stand.

In considering how to differentiate the major sections of the chart, the concept of a frame is useful
(see Figure 4-4). “Framing is the imposition of a structure that makes image areas distinct. it
causes the eye to pause in its travels through space. It initiates a transition from the random
texture of the environment to a specific point, or points of focus” (Cavalier, 1988, p. 305). A frame
defines a part of the chart as a self-contained section comprised of individual elements that are
both spatially and conceptually related to each other. Framing thus defines the limits of a particu-
lar conceptual space, specifying both the limits of where a body of conceptual information eids
and serving to define visual boundaries that can help to prevent the eye from unintentionally
wandering into other frames.

Figure 4-4. Frames.

A frame can be defined in two ways. If the chart section possesses a strong, coherent visual shape
or pattern, the overall figure defined by that section will enable the section to “hang together”
visually. This epproach is effective if the individual parts of the section are able to, together,
comprise a uniform region of connectd parts (Rock & Palmer, 19905, A second approach is to
clearly define the boundaries of the section by means of boxes, lines, or white space.

Ideally, both methods should be used redundantly in order to provide the strongest differentia-
tion of individual frames. However, each chart section contains a number of information ele-
ments whose location on the chart is defined by factors outside the control of the chart designer,
in particular, those elements which represent geographical locations. Consequently, the designer
may have little influence over the overall figure comprised by the individual parts of a section.
However, figural definition can take place in a slightly different way, that of ensuring that each
chart section has its own distinctive appearance.

Given these dual metheds of specifying frames, the primary design tools available for differenti-
ating chart sections are:

¢ Distinctive visual appearance
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¢ Standard location
¢ Doirdaries
43.1 Distinctive Visual Appearance

Although it is not always possible to define individual chart sections by means of a strong visual
form, ensuring that each major section of the chart has its own unique visual appearance does
contribute towards supporting the ability of each chart section to define itself through its own
form. Use of this tool is made possible by the variety of types of information that need to be
included on a chart. Section 4.2 described several graphic formats that are used to present chart
information. The plan view and both airport views use a topographical layout, in contrast to the
tables used to present landing minimums and the diagram used for the profile view. Also, each
section differs radically from each other in size, basic shape, and locaticn on the page. These
unique section appearances help the user to quickly confirm that the desired part of the chart has
been reached. Consequently, it is important to preserve these distinctive appearances by, for
example, avoiding the use of multiple tabies for presenting very different types of information,
unless these tables are visually distinctive (e.g. very different sizes). Similarly, these tools imply
the need to avoid using long lists of information items or large amounts of running text.

Preserve the unique appearance of each major section of the chan,

432 Standard Locatlen

A time-hounored human factors principle for laying out information is to assign categories of
information to standard locations. A standard location allows the user to develop expectations as
to where categories of information can always be found. This allows the eye to automatically
move to that part of the chart without having to scan the entire chart. Use of standard locations
can occur at all levels within the hierarchy. For example, on the NOS charts, the profile view
section of the chart is always located near the lower lefthand comer of the chart. Within this
section of the chant, the missed approach instructions can be found in either of two locations,
depending upon the direction of the ranway approach. 3y using standard locations at multiple
levels within the organizational hierarchy, both the orlenting and search processes (described in
Chapter 3) are supported, enabling more rapid acvess not only to a section of the chart but also to
the specific, target information.

Whenaver possible, design the chart to have standard locations for calegories
of information and, when possible, for individual information elemants.

433 wethods tor Detining Boundarles

Once the correct part of the chart has been reached, it is important to specify the boundaries of
that section. In searching for the desired target information, the eye can accidsstally move into
another section, thus needlessly expanding the amount of chart space that must besearched.
Boundaries avoid this problem by providing visual limits that keep the eye within the appropri-

ate chart section. Several types of bounding tools are available. Boundary boxes are currently
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used on NOS charts (see Figure 4-5). The lines of the box clearly distinguish the borders of each
section. A second type of bourdlary is that of a line. Lines are frequently used to define the
columns, rows, and cells of a table. They also can be used to separate higher-level information
chunks in place of a complete box.

Boxes and lines otfer distinctive ways of separating one space from another. They can, however,
help to clutter the chart, especially if the section being bounded already possesses a substantial
number of line elements. In this case, a more effective tool might be the use of white spaceas a
boundary. The eye tends to ignore white space in favor of more informative elements such as
lines. In effect, white space encourages the eye to “stop.” Consequently, white space can offer a
“cleaner” method for defining section boundaries in comparison to boxes or lines. White space
can also be used to represent hierarchical differences by varying the amount of space used to
separate elements at various levels in the hierarchy. To separate information chunks at the
highest levels in the hierarchy, large amounts of white space should be used. Progressively
smaller amounts to separate elements at lower hierarchical levels help to maintain hierarchical
level distinctions.

Use a bounding tool to define parts of a chart. Boxes provide the strongest
method for visually bounding a space. Lines are a more subtle method that is
especially useful for defining lower-level boundaries such as between elements
in a table. To avoid further cluttering a chart that already possesses a large
number of ling elements, white space can be used.

44 SPECIFYING RELATIONSHIPS

Section 4.3 described some tools that can be used to differentiate sections and individual infor-
mation elements. This section looks at how relationships between items can be embaodied in the
chart. The design goal of relationships is to visually emphasize commonalities between indi-
vidual pleces or types of information. The goal is to provide a “path” for the eye to follow from
one related element to another. These paths, together, comprise a visual pattein that can be
detected while at the same time preserving the distinctiveness of the individual information
pleces. Pattems thus become an important means for conveying the visual str .cture of the

display.

Cavalier (1988} describes the types of relationships that need to be visualized for a hierarchical
organization: “To create hierarchy is to intiate a transition from one state, where individual
elements function at the same level of value to another state, where individua] elements are
given greater or lesser importance. Hierarchy is a condition which structures sequential opera-
tions between diverse coraponents. It regulates the process of transition so that it occurs between
functions which are arranged and linked in order of importance” (p. 319). Implied in his descrip-
tion are two basic types of relationships that must be considored (see Figure 4-1). Vertion! relations
refei to relations between items across multiple hierarchical levels. In a sense, vertical relations
exemplify the concept of a hierarchy: Multiple sets of information ave nested within a higher
level representing some property shared by the information sets. For example, the specific
landing minimus values for each aircrait category vertically selate to the higher-level category,
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Figure 4-5. Use of Boundary tools on NOS charts,




“landing minimums.” Lateral relations reflect a zommon property shared by all of the information
elements within a given level. Effective chart design must support beth types of relations.

The concept of a frame was introduced in Section 4-3 to refer to a group of items belonging to the
same hierarchical level. This concept was introduced in the previcus section in reference to the
major sections of the chart. For example, the chart desigher might wish to emphasize the distinc-
tiveness of intersections as a class, perhaps by usins an intersection symbol such as a triangle.
VORTACs, because they belong to a different class of objects, would have a different symbol. All
of the intersections are thus treated as belonging to one frame while the VORTACs belong to a
different frame. Since both intersections and VOR ACs are likely to be found in the same section
of the chart, the chart designer might wish to layer the frames, allowing them to be located near
each other but keeping them visually and conceptually separate (see Figure 4-6). A series of
frames can be layered on top of each other to support vertical relations in that both intersections
and VORTACs share membership in the higher hierarchical level of geographical information.

Figure 4-6. Layering.

The concept of layering derives from our experience of objects in a three-dimensional space:
“Three-dimensional space hag an almost infinite potential of visual planes, receding from the eye,
which can contain the objects of the external world” (Wood, 1968, p. 58). There are a number of
forms of visual information that enable us (o differentiate near objects from those located farther
away. These forms of information can be applied to distinguishing information elements which
are assigned to different infoamation tavers (D, 1972; Wood, 1968).

Attenpting to embody both lateral and vertical relations can quickly become complicated.
Howevey, each approach has its own set of design tools. The chwice of these tools is determined
by two factors: ‘

¢ Thetype of hicrarchical relation being embodicd (lateral or vertical);

¢ Thelocation of the related itens, that is, whethaer the related elements are located close
to each other or are separated on the chant,

Combining the two dimensiors of type of hivrarchical relation (lateral or vertical} and location
(close or separate) produces a two-by-two matrix comprised of four cells:

¢ ltems belonging to the same hierarchical level and located rext to each other.
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¢ Items belonging to the same hierarchical level and not located next to each other.

¢ Items belonging to different hierarchical levels but located next to each other (or, in
many cases, on top of each other).

¢ Items belonging to different hierarchical levels and not located near each other.

Table 4-1 shows the categories of tools available for specifying each of the four types of relations.
These iools are described in the remainder of this Section.

Hierarchical Level

Same (Lateral) Different (Vertical)
Same Proximity Contrast
{Near) Bounding Interposition
Location
Different Simiiarity Similarity
(Separate)  “Pointing"
“Leading”

Table 4-1. Typas of Hierarchical Relations

4.4.1 Same Rlerarchical Level, Same Locatlon

‘The hierarchical rature of chart information organization suggests that distingu=*' g major
parts of a chart s, in some respects, the same concept as showing relationships between parts, It
all depends upon what level in the hierarchy one is talking about. For example, at the highest
lavel of the herarchy, a part is a major section of the chart, However, those elements that are
nested within the highest level (i.e, the next level down in the herarchy) belong to that level
because of some shared property. When the intention is to show membership in a category, the
simplest method is to locate them in the same section of the chant.

4401 Proumy

The principle of proximity refers o the “assumption” made by the visual system that items
which are located clase to each other are somehow related. “Proximity develops the exprctation
that what we see occunving ina particular frame forms a particular system. To create proximity is
to interrupt a random pattem by grouping elements into seis. It is a transition from a state of
formal independeice (patteming) to an inter-dependence (bridging) between individual ele-
ments as they appear and how they operate as a group. The space between individual elements
undtes them in the formation of an apparent system” (Cavalier, 1988, p. 314). Proximity, for
example, is a key tool for labeling symbeols. That label which is closest to the symbol is assumed
to belong toit. Proximity also relates the individual elements of a table.
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Proximity provides a strong visual cue for shared category membership.

4.4.1.2 Bounog

Proximity relations are most effective if they are supported by an obvious visual frame. The
frame, in effect, defines the limits on which information elements are defined as proximally
related. Tables offer a good example of combining proximity with the use of bounding tools.
Tabular information is presented in a series of cells created through the coming together of rows
and columns. Rows and columns are created through sequences of information elements that are
oriented both vertically and horizontally. When space is not a constraint, variations in spacing
between elements at different levels in the hierarchy offer an effective tool for representing the
hierarchical nature of the table. Table 4-1 shows how this principle works. The greatest amount
of white space defines the boundaries of the table itself. Smaller amounts of white space separate
the individual cells within the table while the smallest space separates the words within the same
cell. If there is not enough space available to maintain an appropriate ratio of space between cells
versus space between the table and non-table information, the use of lines is required. These lines
can then serve as boundaries which define the spatial limits of the table. This is the approach
used in NCS charts (see Figure 4-7).
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Figure 4-7. The use of bounding lines on NOS charts.

Use of the bounding tools (boxes, lines, white space) should be considered when using proximity
asa tool for defining shared category membership.

Tools such as standard locatien and boundaries can be used to specily related.
Information i the Informaticn eloments that possess the shared property can be
physleally located near each other.

442 Same Hierarchical Level, Different Location

The effective use of proximity requires that memnber information elements be clustered togethes
into a common space. When the distances between individual items becomes too great, the
proximity relation breaks down. Items then appear to be randomly organized. This is often the
case for information presented using a topographical format. The example of the intersection and
VORTAC symbols exemplifies the problem. The chart designer may wish to emphasize member-
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ship in the same category for items located through the topographical layout to enable the eye to
quickly move from one category member to another. Since these items must be positioned in
their correct geographical locations, the proximity tool cannot be used.

Three methods can be used for specifying relatedness between items that are not closely located
to each other: Similarity, “pointing,” and “leading.”

4421 SouLarny

Our visual system tends to assume that items which look the same are similar in other respects as
well. Similarity allows the visual grouping of individual elements. Also, the visual system can be
“set” to look only for similar items while ignoring dissimilar items. Consequently, the eye can
move quickly from one related item to another.

Types of similarity to which our visual system is sensitive include:
e Color
e Texture
o Shape
¢ Size

Some types of similarity, however, are more effective than others, Relative effectiveness of the
similarity methods are discussed in Section 6.3 of Chapter 6.

The information elements that nead to be grouped are determined by the organizational logic of
the chart. Once this has been determined, it is then possible to define appropriate visual patterns
for each group. The aim is to have a consistent visual pattem in a grouping and the clear differ-
entiation of patterns across groupings.

Cot.ceptual grouping af’inlormatioh é!eménté gan be encouraged by assigning
| a commion visual property (color, texture, shape, size) to members of that
group.

44.2.2 Powuwe

A sccond approach is to use one symbol element to “point to” another. This can be done in
szveral ways. A common methed is to use an arrow to move the eye from one element to an-
other, for example, from a label to its symbaoi. In this case, the distance between the two elements
is compensated for, to some extent, by the length of the arrow. A more subtle approach is used to
cross larger distainces between elements. An armow can be used to point in the genera! direction of
the related element. For example, on NOS charts, a dotted arrow is placed at the end of the
runway to show the path to be followed in the early stage of the missed approach procedure (see
Figure 4-8). The holding pattern location may be some distance away on the chart. Rather than
use a line to specify the entire path, the arrow points in the general direction of where the hold-




ing pattern is located. The eye derives its initial directional guidance from the arrow, then contin-
ues to move in that direction until the waypoint specifying the holding pattern location is found.

Sidney
110.8 SOY ™
Chan 3

',

..

o

Figure 4-8. Use of pointing to specily a missed approach on an NOS chart.

As this example suggests, the eye is responsive to pointing elements, Once the movement is
initiated, the eye tends to continue in that direction until some other element stops it. This charac-
teristic of the visual system is both an advantage and a disadvantage. The chast designer, there-
fore, mwst consider two factors:

¢  Which information elements are shaped so as to cause eye movenant to begin.
*  What infornuition element(s) is available to stop the movement.

The chart designer should veview each informnation element on the chart to determine if it has the
potential to cause directional eye movements. This is especially important if the element is not
intended to cause such movements. If unintendoed directional movement by a symbol can be
initiated, consideration should be given to providing a means for stopping the movement.
Otherwise, the eye is likely to wander off and effort will have to be niade by the chant userto
veturn the eye to more appropriate paths.

For those elements which are intended to cause this moventent, the expected path of the eye
should be reviewed to determine if the item intended to stop it (e.g. the holding pattem) is placed
appropiiately along this path.
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The method of “pointing” offers a useful tool for guiding the eye from one reiated
item to another while avoiding the clutter that can occur from the use of lines
and other direct connecting methods. If pointing is used, make sure that the
path specified by the originating element will move the eye to the intended
target elemient. Aiso, make sure that unintended pointing is avoided.

4423 “Leaong"

Theleast subtle method for grouping widely spread information elements is to actually connect
the elements to each other by means of lines. In effect, the line “leads” the eye from one point to
another. The most obvious use of this method is found on the plan view to describe the approach
path to the runway. While following this path, the eye will also find other, related information
elements, such as the symbols for outer and middle markers.

The advantage of this approach is that it clearly defines a critical path that the eye can follow.
Because the eye is drawn along this path, it will necessarily find those information elenwnts that
should be seen. This method should be used sparingly, however, because it can contribute to
chart clutter. Consequently, for situations involving less critical information, cther methods such
as similarity and pointing should be used.

“"Leading" the eye trom one information element 10 another by means of lines or
arrows provides the strongest means for relating similar elements. it should be
used sparingly, however, to avold clutter.

4.4.3 Difterent Levels, Same Locatlon

In somw cases, it is necessary to deal with items that belong to different information categoris
but must be located near oF even on iop of each other. This situation often arises because «f space
constraints, For examt "2, in attempting to show a marker beacon which is located along a body
of water, the size of the symboi may result in part of the symbol having to be positioned on top
of the symbol signifying the body of water. A geographical location that is covered by the marker
beacon may also need to be spuxified, resulting in there being a label or line symbol being placed
on top of the marker beacon. The end result can be theee or mwore symbuls which all reed to b
positionad in the same Jocation on v chart.

This type of situation ernphasizes the value of the layering concept. Each category ot symbol can
be treated as belonging to its cwn chart layer, For example, the first Layer is that of the ground. It
is, in effect, the white page before any other marks are appliad to it. The nest layer might be
tervain marks, such as those specifying bodies of water. Upon this layer might be placed location
symbols, such as LOMs or marker beacons. Label information might then comprise the top-most
layer. The effeotive use of layering depends, of coutse, on there being a mean ngful organiza-
tional logic that is used to assign elements to spacific layers. Once the organizational logic of the
layers has been developed. two types of design tools can be used to support perception of
mulliple layers, relative contrast and interposition.
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4.4.3.1 CowmrasT

The concept of layering was derived from our experience with objects in three-dimensional
space. This has led to the application of three-dimensional depth cues in suppot of layer differ-
entiation on the two-dimensional surface of a page or screen. All of the techr:‘ques, described
under the heading of “Contrast,” are based upon the perceptual phenomenon of aerial perspective
(Dent, 1972). Aerial perspective refers to variations in distinctiveness and color of objects as a
function of their distance from the obscrver. For example, when viewing motntains at varying
distances, the far*her mountains appear to be faded and less distinct, in contrast to the brighter
coloss and crisper shapes of nearer objects. These differences are due to light refraction through
the atmosphere and also occur in achromati= situations. Distant objects viewed on a foggy night
appear grayer with softer edges in contrast o closer objects (Dent, 1972).

Variations in relative contrast can be used to specify relative layer “distance’” in several ways
(Dent, 1972). One approach is to manipuiate the contrast between the edges of information
e'ements locatad on different layers (see Figure 4-9). Objects at progressively higher levels
(moving from the “ground” layer up) should have progressively sharper edges. The sharper the
edge, the more likely it will be that the element defined by that edge will stand out against
<lements with softer edges.

Figure 4-9. Specilying muliipis layers through vanztions in edge contrast.

Use variations In the shaipness of edges to define multiple information elenmient
layers. _ .

- A second approach is to vary brightness condrast. For monochromatic patterns, the brightness of
an element is detenmined by the ink-to-paper ratio. The higher the ink-to-paper ratio, the brighter
the element appears. The objective is to have the brightest element appear to be closest to the
reader; therefore, elements located on higher layers should have a higher ink-te-paper ratio than
elements positioned on lower surfaces (see Figuie 4-10). '

This variation allows the chavt user to immediately see that nultiple elements from different
layers are positioned on top of or clese to each other. An example of this approach is used on the
Alrpoit Diagvam section of NOS charts (see Figure 4-11). The runways are in black while build-
ings and taxsways are L gray. Both types of infornwtion are available to the chart user but the
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Figure 4-10. Specifying multiple layers through variations in brightness contrast.
(Adapted from Dent, 1472)

TOZ/CL Rwys 6R, 24R and 251
HIRL all Rwys

Figure 4-11. Brightness contrast used for layerina on the Aimort Section of an NOS chart.
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runway shapes, assumed to be more important, act as the highest layer and visually dominate
the section. Based upon experimental research, Dent recommends that the texture and brightness
differences must be 5.0 lines per inch and ten percent respectively when the dot sizes are similar.

In terms of color, a study by Johns and Sumner (1948, cited by Wood, 1968) showed that bright
colors (whit. und yellow) were seen as nearer than neutral gray while darker colors (green, blue
and black ) appeared farther away than neutral gray. These results led Wood to conclude that the
richest colors should be used on the highest layers, reserving paler colors for lower levels.

Variation in brightness contrast is a useful tool for differentiating between items
from different layers. For monochromatie charts, information elements on the
higher levels should be darker than elements on the lower layers. If color is
used, brighter colors should be used for the higher layers.

The chart designer can also vary coarseness of texture while keeping brightness constant (Cent,
1972), Dent's su¥jects were more likely to perceive the coarser-textured, larger-dot pattern as
figure rather than finer-textured, smaller-dot patterns. This is not surprising because a finer
texture also tends to have a less distinct edge. Based upon experimental evaluation, Dent recom-
mends that a texture difference of at least 10.0 lines per inch be used to ensure maximum dis-
criminability,

If multiple pattemns that are equally bright but vary in coarseness of texture and
size of dot are superimposed on each other, the coarser texture should be
positioned on the highest layer.

A final contrast manipulat n that can be used is articulation (Dent, 1985; Wood, 1968). Articula-
tion refers to the amount of detail used on a symbol. More detailed elements tend to stand out as
figure in contrasf 10 less detailed elements, which is consistent with our experience that the
farther objects are away from us, the less able we are to see detailed features of those objects. This
design tool is constrained, however, by requirements for ens'ring that the user can clearly see
what the symbol is and distinguish it from all other symbols.

The amount of detail provided on a symbol can be used to vary contrast.
Detailed symbols tend to stand out as figure against less detailed symboals.

Line elements can also be manipulated using the principles of contrast to convey relative signifi-
cance. Variations in edge contrast are one example of using line contrast to differentiate element
layers. Lines which comprise their own figures, such as arrows and radius lines, can also vary in
line weight (see Figure 4-12).

Dent (1972) argues against differentiating visual layers by varying line weight. His concern is
that edge sharpness cannot be easily controlled, thus possibly reducing line contrast to levels
insufficient for adequate legibility. In addition, increasing the line weight can also result in an
undesirable increase in the brightncss of the line when used on electronic displays. However, if
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I 2 Point .5 Ppint

4 Point 1 Point Halrline

Figure 4-12. Variations in line weight.

carefully used, line weight does offer a viable approach if all variations are well above minimum
contrast levels.

Varying line weight is an effective tool for signifying variations in layers if care is
taken to ensure that the lightest weight provides sufficient visual contrast to be
lepible.

In place of manipulating line weight, Dent argues for the use of variations in line “character.”
Examples of such variations are shown in Figure 4-13, Several line variations are used on existing
NOS charts. For example, a solid circle is used to specify the outer limits of that part of the plan
view that is set to scale. Dashed circles, in contrast, denote facilities that would not appear on the
chart if they were charted to scale. Another unique line character, the dashed line, is used to
specify missed appreach procedures on the plan and profile views.

Figure 4-13. Variations in line character.

Although variations in line character offer a Iot of flexibility in distinguishing types of informa-
tion, the designer must ensure that each line variation used possesses sufﬁc ant contrast to be
legible and is readily distinguishable from all other line variations. ,
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Variations in line character can be useful for differentiating element layers using
lines used to construct their own figures.

The variety of methods available for manipulating contrast offer the opportunity to clearly
specify individual chart layers. In his study of subject preferences for certain map designs,
Saunders (1961-62) concluded that “the three most favourea maps all created the impression of
different visual planes, which clearly indicatec the appeal of the effect and its significance for
cartographic procedure” (cited by Wood, 1968, p. 59). That layering is a useful tool appears to be
beyond dispute. However, for purposes of visual simplicity and ease of use, the number of layers
that are used should be kept to an absolute minimum. A large number of layers means that the
number of variations in texture, line weight, line character, and other aspects will quickly grow
large, and will likely tax the cognitive abilities of the user in attempting to keep straight the
various meanings of each element. In addition, superimposing multiple layers increases the
difficulty of ensuring that all information elements are clearly legible. For these reasens, the
following rule should beresp %

Use discretion in the number of layers, texture patterns, line weights, and line
characters that are used. Tc: many may be worse than too few.

4.4.3.2 INTERPOSITION

A familiar cue for determining which of two objects is closest to us is provided when one object
hides part of another object (see Figure 4-8). It is possibie to specify that one information element
is at a higher level than another by simply having the top object mask part of «ne lower object.
“The contour which continues past the point of intersection in {.1e expected direction will be seen
as belonging to the covering object” (Ittelson, cited by Dent, 1972, pp. 84-85). This method is
commonly used, for example, when labels are placed over lines such as the holding pattern and
runway approach.

R \

Figure 4-14. Varying multiple layers through Interposition.
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This method must be carefully used to ersure that the user can still easily identify the partially-
covered element. The visual system tends to predict the hidden part of the shape on the basis of
parts that can be seen. A line is assumed to continue as a line “underneath” a label. The elements
hidden behind the visible square in Figure 4-14 are assumed to be squares because squares are
familiar shapes and the visible parts of the elements suggests a square. If an unfamiliar or com-
plex shape is used, care should be taken to ensure that the chart user is not seriously misled as to
the shape of the parts hidden by a higher-level element.

Interposition provides a strong cue that one element is located in a layer that is
different fren another element. Care should be taken in using this tool to ensure
that the purtizily hidden element is still recognizable and the shape of its hidden
parts predictable.

4.4.4 Different Levels, Different Locations

The need for a chart designer to relate information elements that do not share a common hierar-
chical level or location may not be immediately obvious. Its value arises, however, when the
concept of “not related” is reconsidered. A hidden assumption in all of the chart examples used
to this point is that relatedness is based on a conceptual property other than simply importance.
Commion relations used in these examples have been geographic location relatedness, phase of
flight relatedness, and so on. Relatedness due to importance has not been considered.

Many cartographers, however, argue for the need to take into account relative importance of
information elements in designing a chart: “Assign visual importance and distinction commen-
surate with the intellectual significance of the ideas being presented. Such components as the
legend box, title, and graphic scale, are not always of equal importance to the particular map or
among similar types of maps” (Robinson, 1952, pp. 65-66). In the case of IAP charts, “intellectual
significance” translates into operational or safety-related importance, which emphasizes the
relevance of Robinson's argument for the need to introduce a pattern into the chart where varia-
tions in text, symbols, and lines occur on the basis of their relative importance.

In effect, the principle of similarity, or more correctly, dissimilarity in size is used. Larger items
are more likely to be seen before smaller items. Consequently, relative importance can be con-
veyed through relative size. Also, using information elements that all share the same size in-
creases the risk of introducing “confusion and monotony” into the chart (Robinson, 1952, p. 66).

As Robinson points out, however, there are serious limits as to the extent to which this principle
can and should be applied. An information element may be the most important one but that
does not mean it should be the largest. In choosing a size, tradeoffs must be made because of
space considerations. An important element that need not take up much space ¢can take away
from other elements that inherently require a lot of space to be legible. Also, relative importance
is likely to vary as a function of the user's immediate need. Although electronic media offer the
potential for allowing changes in element size to occur in response to user input or phase of
flight, this capability may not be available for first-generation electronic charts and certainly is
not possible for the paper medium.
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Variations in relative size can be made to ensure that important elements are
more likely to be seen. This should not be done at the expense of decreasing
the legibi'ity of less important items.

45 SUMMARY

The discussion of tools that can be used to visually structure the overall layout of the chart has
been presented in an attempt to respond to the need on the part of the pilot to make sense out of
what he/she sees. Whenever we look at something, we unconsciously try to determine its
structure: What are the major parts and how are the parts related to each other, what is impor-
tant to look at, and what meaning does it have for us. The IAP chart user will find some type of
structure in the chart. Ideally, this structure will correspond to the organizational logic intended
by the chart designer. The information presented in this chapter is intended to help bridge the
potential gap in understanding between chart designer and chart user.

Awareness of how the application of a design tool is likely to be seen by the user is an important
first step towards this goal. The ideal, of course, is to be able tu specifically define how each tool
should be used: What textures are appropriate, what types of lines are best used to represent a
given information element, and so on. We cannot, however, begin to even approach this ideal.
Nonetheless, thoughtful design can, to a large extent, compensate for our lack of specific knowl-
edge about how chart design should be accomplished. The ability to predict how each tool is
likely to affect the user can help the designer judge whether and how a tool should be used, and
what unintended side-effects can cause problems.

This chapter has focused on the chart as a whole. Little has been said about the individual
information elements themselves and how they should be visually embodied to support the
user's ability to find a desired element. This topic is the subject of the next chapter.
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5. SEARCH AND LEGIBILITY

5.1 OVERVIEW OF CHAPTER 5

Narrowing the search domain to a specific part of the chart, through the guidazice provided by a
coherent visual structure, aids the search process by reducing the amount of map space that
must be scanned. Tools for supporting this orienting process were described in the previous
chapter. Once the eye has moved to the desired section of the chart, search effectiveness is
determined by a combination of the pilot's familiarity with IAP charts and the visual characteris-
tics of the information elements located there. Chapters 5 and 6 describe some of the design tools
that can be used to manipulate the visual characteristics of information elements so as to help the
chart user find the desired information.

Chapter 5 begins by briefly reviewing how the eye is controlled during the search process. The
mutual roles of two aspects of vision, foveal vision and peripheral vision, in guiding eye move-
ments during the search process are described. The remainder of this chapter addresses how IAP
charts can be designed to support search by capitalizing on the characteristics of foveal vision.
The fundamental means for improving foveal vision is by making the target information more
distinctive. In the sense being used here, distinctiveness is . kind of legibility, where legibility
means that each information element can be readily distinguished from all other elements.
Design tools for improving information element legibility fall into two categories:

o Font Characteristic Tools, which support more etiicient search and recognition of alpha-
numetic information. Examples of such tools are type size, type weight, leading, and
character spacing.

*  Symbol Characteristic Tools, which comprise methods for improving the recognition and
discriminability of symbols. These tools include global symbol shape and symbol
figure/ground.

Information search is also aided by peripheral vision. Aiding peripheral vision involves using
techniques that serve either or both of two objectives: (1) Reducing the number of eye fixations
that must be made by enabling discrimination between target and non-target information using
peripheral vision: (2) Reducing visual interference from neighboring information elements that
might otherwise attract the eye and slow the search process. Design tools for supporting periph-
eral vision are described in Chapter 7.
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52 CONTROL OF EYE MOVEMENTS DURING SEARCH

The human eye is able to perceive detailed information only when the fovea is directed towards
(fixated cn) that information. This fact suggests that the eye works as a kinc! of spotlight, fixating
the fovea on one spot and then moving, by means of a very rap*d eye movement called a sac-
cade, to another spot when sufficient processing has taken place. When reading a line of text, for
example, the eye fixates several times, with each saccade covering approximately five characters
at a time (Morrison & Rayner, 1981), the number of characters depending upon the cognitive
complexity of the information. Section 3.2, however, pointed out tiiat when scanning a visual
display such as a map, the eye tends to move from cne high information density location to
another rather than following a fixed scan path. The obvious question, the, is how can the eye
“know” where these locations are if it does not fixate on each pait of the display?

Research on eye movements has shown that peripheral vision, which is sensitive only to gross
visual detail, provides this capability. Castner and Eastman (1985) suggest that peripheral vision
is sensitive to certain types of information and can recognize these information types without
having to rely on foveal vision. If peripheral vision alone is not able to recognize the information,
the eye will mave so as to allow foveal vision to take over and bring to bear those cognitive
resources required to recognize the information, The combination of foveal and peripheral vision
enables the eye to skip over less informative information, enabling more efficient search.

These results led Castner and Eastman to suggest that the “attractiveness” of a piece of informa-
tion to the eye may be related to the ability of peripheral vision to identify that information.
Information becomes attractive when peripheral vision isn't sufficient to identify it.

This conclusion, however, is not the end of the story. Castner and Eastman go on to suggest that
this stimulus-based conirol can be overridden by the cognitive system when the map reader is
instructed to perform a specific task. Task-orlented performance tends to result in the eye mov-
ing towards those parts of the map containing information that is relevant to the task, even if this
means ignoring information possessing high visual attractiveness. Under task-oriented instruc-
tions, “prominent lines, unusual or novel elements, element complexity, the presence of ancillary
information, or the size and position of individual elements exerted less influence on the atten-
tion allocation of the eyes” (p. 111). Dobson (1977) emphasizes the importance of the task as a
driver for how the eye moves through a map. Random map reading, without specific task
instructions, results in very different patterns of eye movements than eye movements performed
under task-oriented instructions.

This latter finding does not diminish the role of peripheral vision in controlling eye movements,
however. Instead, peripheral vision is used, to the extent possible, to discriminate those areas
with high relevance to the task from those of less velevance.

Given this general understanding of how eye movements are controlled, the obvious question is
how it can be applied to IAP chart design. The i esearch on eye movements suggests that search
efficlency is improved most by reducing the number and duration of fixations required to locate
target information (Bartz, 1970a; Phillips, Noyes & Audley, 1978; Steinke, 1980). At a simplistic
Level, this means:

e Supporting the fovea in detecting detailed information (e.g, individual symbols,
alphanumeric characters, words), for example, by means of good visual contrast;
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* Supporting peripheral vision by enabling this system to move the fovea more effi-
clently to those areas on the chart most likely to contain the target information.

Tools that may be useful in improving foveal vision performance will now be described.

5.3 FONT CHARACTERISTIC TOOLS

A large proportion of the information on an IAP chart is embodied through alphanumeric
characters, Consequently, an important goal of the design process should be to develop a chart
that supports efficient search for this type of information. Interest in improving the legibility of
printed material dates back almost to the discovery of mechanical type (Spencer, 1969). Not
surprisingly, there is a substantial body of research and accepted practice that addresses legibility
issues. Much of this research has specifically concerned the question of how best to design
printed materials comprised primarily of running text, such as books and magazines.

The term, “legibility,” has been definad in a number of ways, and its specific meaning in a given
context is often determined by the type of printed material under consideration (e.g. legibility of
individual letters on license plates versus legibility of individual words in running ext) and the

empirical methods used for assessing it (Bartz, 197Ca). This relationship between definition, type
of material to which the concept is intended to apply, and the manner in which it is measured is
obvious in Tinker's (1963) definition of legibility, which is generally characteristic of such defini-
tions:

Legibility, then, is concemed with perceiving letters and words, and with the
reading of continuous textual material. The shapes of letters must be discriminated,
the characteristic word forms percelved, and continyous text read accurately,
rapidly, easily, and with understanding. In the final analysis, one wants to know
what typographical factors foster ease and speed of reading. Optinal legibility of
print, therefore, is achieved by a typographicai arrangement in which shape of
letters and othexr symbols, characteristic word forms, and all other typographical
factors such as type size, line width, leading, etc., are coordinated to produce
comfortable vision and easy and mapid reading with comprehension. In other
wonds, legibility deals with the coordination of those typographical factoss
inherent in letters and other symbols, words, and connected textual naterial
which affect ease and spexd of reading (pp. 7-8; italics added).

As this definition clearly shows, the phenomenon referred to by the concept of legibility is
framed on one hand by the type of printed material to which it is applied (nuning text) and on
the other hand by how it is measured (speed of reading).

To date, very little research has directly investigated issues of legibility in maps, and even fewer
studies have used LAP charts as their focus. Consequently, research results in other domains
supply, in many cases, the only experimental data available. These results must be interpreted
with greai care in that charts are visually unique from other forms of printed matter, and require
the user to interact with then in very different ways that car seriously impact the relevance of
data from non-map domains (Bartz, 1969, 1970a; Taylor & Hopkin, 1975). [See Bartz, 19704, for a
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thorough look at constraints that limit the applicability of .he typographic legibility literature to
the map domain.}

Many of the studies in non-map domains used experime. tal tasks and me~. "wring techniques
(see Table 5-1) that possess questionable or unknown vali. \ity to the map search task (see Tinker,
1943, for additional information about these tasks). Because so little is known about the percep-
tual processes underlying IAP chart use, evaluation of the applicabiiity of these methods can be
based only upon face validity. Consequently, the risk is there that application of the se findings to
the map search situation may be inappropriate. Speec! of reading, a particularly common legibil-
ity measure, does not possess much face validity in map reading because reading a map involves
finding the information before it can be read, a process that is clearly less important in reading
running text. Data based upon eye movement measures, also accepted as an especially useful
legibility measure, is problematic, not because of the measures themselves, but because the eye
movements involved in scanning a line of text are cleatly different from those used in search
tasks. That there are frequently conflicting results depending upon the experimental method
used (Tinker, 1963) is an important reminder that each measure may reflect a different aspect of
legibility that may or may not be important for a specific type of printed matter, such as IAP
charts.

With respect to the human factors literature, once again a number of legibility principles have
been identified but these principles are specific to the unique requirements of the application for
which they were developed, such as signage, forms, or tables. Once again, differences in the
nature of the verbal material used (e.g. individual, isolated words or pieces of text which are
positionad in predictable lncations) and the task (reading material at a distance or scanning a
form with a prediictable structure) constrain the applicability of these results to the map reading
task. Taylor and Hopkin (1975) suggest that the inherent complexity of maps (specifically, large-
mopogmpmml naps) may mean that standard human factoss principles are not valid for

Keeping these concerns in mind, tools that may p.ove useful for improving alphanumeric
legibility are 2ow presented. These tools aie likely to contribute to more efficient search perfor-
mance by increasing the distinctiveness of the words conveyed. This distinctiveness has valuein
two ways: First, it can support peripheral vision by aliowing the alphanumeric infornration to
stand out from potentially cluttered backgrounds; second, it may reduce the fixation time re-
quired for foveal vision to recognize what the alphanumeric information is.

531 Typeiace

An obvious chavacieristic uf type that might influence detestion of alphanuineric informaiion is
the typeface used. The issue of whether typeface style influences performance has been argued
for many years and a substantial proportion of typographic legibility studies, using the paper
medium, have investigated this {ssue. The results of these studies vary, depending upon the
perfonnance measure and printed rtatter used.

Tinker has performed a number of studies investigating typeface differences using the speed-of-
reading method (e, Paterson & Tinker, 1932) and eye movenient measures (eg. Tinker &
Paterson, 1941). In general, his studies show that comparisons between typefaces fail to pioduce




Method

Description

Map Reading Validity

Speed-of-Reading

Visibllity

Distance

Shoit-Exposure

Focal Variator

Eye Movements

Peripheral Vision

Search

Within a given time limit,
dstermine the am~unt of
text read or measure the
time required toread a
fixed amount of text

Measure the threshold
visibility of printed
material

Measure the distance
from the eyes at which
printed symbols can be
accurately recognized

Measure quickness and
accuracy of perceiving
alphanumeric characters
presented very briefly
(1/10 sacond)

Measure the amount of
blur that still allows cotrect
vecognition

Meaasure the sequence and
duration ot eye fixations
and saccados

Measure greatest distance
from fixation point at which
information can slilibe
accuralely recognized

Measure time required to
find namesonamap

Limit:: validity beczuse

IAP charts do not contain
substantial ameunts of running
texi

Results are usually comparable

- 10 acuity data (Tinker, 1963).

Unclear as to how well this data
applies to reading charts

Siinilar to the visibility method
(Tinker, 1963). Potentially useful
for IAP chart applications

Questionable validity since this
method allows only ens fixation,
a constraint that is not reason-
able under real-workd conditions

Unknown

Method is sound but results are
heavily influenced by the type
of reading matter used

May be useful in assessing
legibility of low Intormation
dengity parts of the chartin
support of efficient search

Pussesses obvious relavance

to the IAP chart wask

Table 5-1. Common methods for assessing legibility.
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statistically significant performance effects, except when unfailiar typefzces (such as Cloister
Black, an Old English typeface) are usad.

Differences between typefaces have been found using measures that seem to reflect the percepti-
bility of individual letters. For example, Webster and Tinker (1935) showed that typefaces such as
American Typewriter, Cheltenham, and Antique were superior to others, including Kabel Lite
and Bodoni, when the distaince method was used. Tinker (1944) compared the results obtained
vrith several measures and concluded that visibitity and perceptibility measures failed to show
much agreement with speed-of-reading scores. Consequently, the impact of typeface depends
upon how legibility is assessed. ‘ :

Of particular interest in these studies ave comparisons between serif arid sans serif typefaces.
Arguments for and against serifs have been grounded on a number of issues (Robinson, Abba-
monte & Evans, 1971). The advantage of serif typefaces, it is argued, is that the serifs support the
horizontal movement of the eyes along a line of text. In addition, serifs are believed to contribute
to a move distinctive shape, thus presumably supporting easier recognition of the character or
word. -

This argument has been countered by the view that serif typefaces typically possess variations in
tine weight. The serif typeface, Bodoni, shown in Figure 51, is a dramatic example of how severe
the variations in stroke width can be. Horizontal strokes ave hairline thin while vertical strokes
have a .auch hezvier weight. In contrast, the sans serif typerace, Helvetica, uses a more consistent
stroke width. The variations in stroke width found in most serif typefaces raise the possibility
that those ports of the character with a light line weight might “disappear” undar low lighting
conditions or on poorly printed pages. Sans senf typefaces, in contrast, are raore likely touse a
comumon line weight for all parts of the character, although thare ave notable exceptions (eg.
Optini). in spite of the arguments both for and against the use of serifs, most studies have fatled
to show thot sans serif typefaces are read more slowly than serif typefaces. Studies that have
found differences have typlcally used a visibility performance measurve which has questionable
application to tiw: JAP chart situation. In addition, most of these studies were performed some 40
years ago when cans serif typefaces were not commonly used, Conswquently, lack of familiarity
with sans sesif typefaces could explain any performance differences (West, 1990).

Helvetira
Bodont

Figure 5-1. Varistions in stroke width.




Based upon these results, a number of legibility experts (e.g. Tinker, 1963; Pyke, 1926; Paterson &
Tinker, 1940; Spercer, 1969) have concluded that “typefaces in cornmon use are equally legible
under conditions of ordinary reading” (Paterson & Tinker, 1940). Unfortunately, it is difficult to
say which line of experimental results should be followed, the visibility /perceptibility or the
speed-of-readii g data. Fortunately, there is some research on typefaces that used seaich for map
names as the task. A study by Phillips, Noyes, and Audley (1977; found no significant difference
in search times for names set in Times (a serif typeface) versus names set in Univers (a sar: serif

typeface).

Studies addressing the issue of typeface, using the electronic medium, have focused on develop-
ing a typeface specifically for electronic displays that supports maximum legibility. These type-
faces were developed as a means of compensating for the low resolution of electronic systems
available at the time the studies were performed. Electronic displays likely to be used for present-
ing IAP charts can be expected to possess sufficient resolution to support a range of typefaces
beyond the very simple ones originally inteidec for low-resolution systems. Consequently, it
wouzld appear that the safest course for both paper and electronic media is as follows.

Lise a familiar typeface that is clean and simple, avoiding unnecussary
flourishes. Use of sans serif typefaces may b more appropriate than serif
typefaces due to potentially poor lighting conditions in the cockpit and te aveld
pioblems in printing or displaying typefaces with halline stroke widths.

Although there is little evidence to suggest that typeface hes a significant impact on performance,
it is quite possible that the studies performed simply were insensitive to individual factors of
typeface design that, together, might contribute to more legible IAP charts, These factors, which
are addressed under the topics of “Type Proporticns” and “Individual Chatacter Confusions,”
have not been directly mandipulated in the studies veviewed here. Consequently, although their
valite remains unproven, it is probably useful to consider their potential impact when choosing a
typeface for use on JAD chavts,

532 FomtSize

Approach charts have been criticized for a variety of reasons (Cox & Connor, 19587) but a com-
mon concern is the inability of pilots to ensily read the information presented. A study by Welsh,
Viughan, and Rasmussen (1976) suggests that this concem s, in fact, real. They looked at the
accuraty with which presbyopic subjects were able to read numerale of the same sizes (vanging
from 1.2 nun o 2.3 nun) and typeface used on actual IAP charts. Font sizes used on NOS chasts
are shown in Figure 5-2. The subjocts’ task was to read mumerals, cut from actual NOS and
Jeppesen approach charts, that were presented by means of a retating drum Two lighting
conditions were used, low luminance (1.0 ft. L) and high tuminance (100 &. L). Three levels of
acuity were tested, using corvective lenses to compensate for the existing presbyopic condition.
Corrective lenses were used to allow perforaice measures under 20/20, 20740, and 20/60
visual condittons.

Although a number of important results weve obtained, of greatest interest is the finding that

subjects with 20/40 and 20/60 correction had great difficulty reading the numerals, especially as
the size of the font decreased and under the low luminance condition. The autiors concluded
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Figure 5-2. Font sizes used on NOS charts.
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that “numerals on NOS and Jeppesen approach charts are inadequate for effective utilization by
individuals with 20/60 near visual acuity. Individuals with 20/40 near visual acuity would alsc
experience reading difficulty, especially under dim luminance conditions” (p. 1031). With less
than 20/20 correction, luminance level and symbol size clearly impacted performance, to the
point where under dim luminance and 20/60 correction, numerals were not readable. If this
study were replicated under actual flight conditions involving vibration and extreme lighting
conditions (producing washout or glare) , it is quite possible that performance decrements would
appear under the 20/20 conditions as well.

This study suggests that the issue of font size needs to be addressed. Unfortunately, it does not
conclusively demonstrate the range of type sizes that should be used on IAP charts. Two limita-
tions with this study restrict the types of conclusions that can be drawn, First, the task involved
simply reading the numbers. Search was not required. In addition, this study did not assess the
influence of vibration and other cockpit conditions on performance, although luminance level
was a variable.

The obvious solution to improving the pilot's ability to find and read alphanumeric information
is to simply increase the size of the type. However, this solution may be inappropriate for two
reasons. First, serious space limitations on the chart mean that larger type sizes would have to be
accommuodated by reducing the amount of information that can be presented. For paper charts
this could mean adding more pages and increasing the overall bulk of the charts that would have
to be carried in the aircraft and the nunuber of pages the pilot would have to access fora given
approach.

Also, the eye is constrained by the size of type that can be efficiently read. Large type can reduce
the ability of the eye to quickly recognize individual words. For example, Rehe (1974) argues that
larger type sizes (defined as 14 point or above) allow fewer words to appear in the horizontal
dimension, which inhibits effective use of peripheral vision in reading, Peripheral vision serves
the role of preparing the cognitive system for the next set of words to be fixated, and this is
thought to support efficient reading. Also, more fixations are required because, as type size
increases, the number of words that fall into foveal view at any one time decreases, and, under
some cordlitions, individual words may be read in sections thus disrupting the word recognition
process (Tinker, 1946). Tinker and Rehe, however, are concerned with legibility of running text. It
{5 not clear if there are similar negative effects of large print size when the task involves searching
for names on a map.

The legibility literature includes a number of studies on font size. Application of the results of
these studies is complicated by several factors, somwe of which have been mentioned before. An
important complication of some studies is the failure to adequately define the actual size of the
type being evaluated. Typefaces are usually defined in ternis of a given point size, such as eight,
ten, or 12 polnts, where a point is approximately 1/72 inch. However, point size is a remnant of
the way type was measured when it was constructed as metal blocks (see Figure 5-3). The point
size reflects the size of the metal block, not the character presented on that block. Since the
typeface character may not span the entire length of this metal block, the actual size of the
character itself can be smaller than its assigned point size. A typeface that fills the length of the
block will have an actual size that is larger than a typeface that does not fill the length of the
block, even though both are defined as having the same point size (Rehe, 1974). Although type-
faces used today are no longer engraved on metal blocks, their dimensions have been pres=rved




in electronic form. Figure 5-4 demonstrates that typefaces with the same point size can radically
differ in actual size.

/-\-"

Figure 5-3. Measuring point size.

This is 12-point Bodoni, Even though it has the same point size as the
Trump example below, it is actually smaller. Point size, alone, is nota
good measure of type size.

This is 12-point Trump Mediaeval. Even though it has the same
point size as the Bodoni example above, it is actually larger.
Point size, alone, is not a good measure of type size.

Figure 5-4. Variations in actual size for typelaces having the sama point size.

Rehe also emphasizes the importance of evaluating type size as a function of each typeface’s x-
height. The x-height of a typeface is the helght of the body of a lower-case letter (see Figure 5-5).
-t is usually measured on the basis of the height of a lower-case x. Typefaces vary in the relative
size of the body of the letter as compared to the ascenders. Figure 5-6 presents two conuion sans
serif typefaces that differ in their x-height. In the Futura typeface, the lower-case letter bodies are
approximately half the height of the uppercase lotters, in contrast to the Helvetica typeface,
where the lower-case letters are much higher. Typefaces with relatively large ascenders as
compared to the body of the letter wilt be visually simaller than typefaces with tetters that have
velatively small ascenders and large bodies. To demonstrate that these differences are not always
trivial, Poulton (1955) controlled for differences in x-height by optically reducing or enlarging
different typefaces in order to produce the same x-height (1.6 millinweters). To accomplish this,
Univers was reduced to 9.5 point size while Bembo was enlarged to 12 point. This nwans that
when the x-heights are matched, the typefaces actually differed from each by 2.5 points. As Rehe
{1974) points out, “some 8 point typefaces may appear as large as a 10 point size of a different
type design, while some 10 .oint type sizes may consist of a relatively simall type design, giving




it the appearance of a smaller size” (p. 27). Together, these factors complicate the comparison of
user performance with different type sizes unless they are explicitly pointed out in the study.

Serif ~_ ﬁender Counter
X-Height
Baseline or Body

Descender

Figure 5-5. Scme typographic terms.

This is 12-point Futura. Even though it has the same point size as the
Helvetica example below, it appears smaller, in part, because of its
lower x-height.

This is 12-point Helvetica. Even though it has the same point size .-
as the Futura example above, it appears largat, in part, because of
its larger x-height.

Figure 5-6. Percsived size due to x-helght.

Recommendations for type sizes for general reading matter presented on paper usually include a
range of from 9 to 12 points (e.g. Rehe, 1974; Tinker, 1963; Spencer, 1969). Rehe qualifies his
reconumendation by taking into account x-height. For a typeface with asmall x-hefght, 11or12
point sizes should be used; for large x-height typefaces, a 9 or 10 point size i probusbly the best
choice. These reconumendations are interesting but their value to JAP chart use is unilear.

Recommendations have also been provided for type sizes to be used for textual material pre-
sented on electronic displays (e.g. Deutsche Institut fur Normwngen, 1952, American Natioral
Institute for Standards, 1985; Snyder & Maddox, 1978; Shurtleff, 1980). Recommended nibninwam
character heights range from 12 to 16 niinutes of arc for visual angle, while preferved sizes {or
sizes for eritical information) vary from 18 to 22 minutes. “hese recommendations are intended
for the office environment and their applicability to IAP charts s questionable.

Several studies have been conducted to assess the effect of type size on search ina map applica-
tion. Phillips, Noyes, and Audley (1977) looked at how a number of type charactesistics, includ-
ing typessize, affected seanching for runwes on maps. They found that search was more efficient

with 8 puint type than 6 point, and concluded that, “if type is important, large point sizes are
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justified, even though they may slightly reduce the legibility of other features on the map” (p.
680). They also found that type size requirements were influenced by the complexity of the map:
Performance for 6 point type on easy maps was generally comparable to performance with 8
point type on difficult maps.

The Phillips et al. results are interesting but must be applied to the IAP chart situation with
caution. First, the type of map used was not an IAP chart. In addition, the study employed an
experimental environment that is not comparable to the widely varying luminance and vibration
conditions of the cockpit. Finally, these results do not suggest an upper limit on type size.

Taylor (1975, cited by Taylor & Hopkin, 1975) investigated the legibility requirements of low
altitude, high speed flight using charts presented on displays from film strips. He recommended
that at a viewing distance of 19 inches, 8 point type (0.07 inch upper-case height) was the mini-
murn character size for non-critical, familiar information. Critical information should be dis-
played using at least 12 point type (.11 inch). For a display distance of 19 inches, .11 inch charac-
ters translate into a size of approximately 20 minutes, which is consistent with the recommended
character sizes described earlier.

Multer, Warner, Disario, and Huntley (1991) measured search performance for the inbound

. heading on NOS-based, fictitious IAP charts as a function of type size (9 point or 12 point).

- Search was significantly faster with the 12 point type. It is important to note that their study
compared search times for headings in either 9 or 12 point type on charts where all other type
~ was 9 point or smaller. Consequently, search may have been aided by type size coding. [The

s utility of type size coding is addressed in Section 7.3, “Information Coding Tools.”]

‘The studies using search for information presented on maps clearly show that performance
“depends upon the font size used. Although the reading studies conclude that a range of sizes can
be used for reading running text, the Multer et al. study suggests that important information
should be presented using a font size at the high end of the range. That these sizes may be on the
conservativie side, especially with respect to electronic displays, is suggested by the type sizes to
be used on B-777 displays. Boeing Is designing their displays using three type sizes: 110, 167, and
224 mils (Weldemann, 1992). These type sizes, when converted to minutes of visual angle,
translate into 20.4, 30.69, and 41.34 minutes at a viewing distance of 29 inches, when the follow-
ing equation is used:

character height
viewing distance

visual angle = 3438 X

The smallest type size i used for familiar, unchanging information but there have been com-
plaints from pilots evaluating the displays that this size is too small. This means that the 20
minutes visuad angle proposed by Taylor (1975, cited by Taylor & Hopkin, 1975) is comparable to
the simallest size used by Boring. It should be noted that these character sizes are intended to
support all of the displays to be used on the B-777. Consequently, the largest size may exceed
what is required for FAP chast displays. Unfortunately, it is still not clear what text sizes are
sulficient for the charting situation.

These findings suggest the following conclusion:
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Increasing the size of type improves search performance for critical information
at least up to the level of 12 point type or approximately 20 minutes of visual
angle. It is not yet known whether increasing type size beyond this ievel will
improve performance but there is some evidence to suggest that this is the
smallest size that should be used for changing but non-critical information.
Critical information should probably be presented using a larger type size, such
as 14 point on paper or 30 minutes for electronic displays.

Although increasing the size of the type seems the most obvious approach to addressing the
problem of pilots not being able to read an IAP chart, it is, in fact, only one too! that is available to
the chart designer. Issues of typeface space efficiency, typeface weight, x-height, and other issues
are equally important. These issues are addressed below.

533 Typeface Space Economy

Typefaces differ in how much horizontal space they require. Figure 5-7 presents the upper- and
lowercase alphabets for two sans serif typeface , Helvetica and Futura. Futura clearly requires
less space to convey the same number of characters. Because of the tight space constraints of IAP
charts, one criterion for choosing a typeface is space economy. Greater space economy can be
achieved by using a smaller type size but West (1990) argues that, in order to achieve greater
legibility, “When space is at a premium it is better to choose a space-efficient typeface than to
choose a smaller point size of a typeface that fits fewer characters on a line.”

ABCDEFGHIKLMNOPQRSTUVWXYZ (Helvetica)
ABCDEFGHUKLMNOPQRSTUVWXYZ (Futura)
abedefghijklmnopgrstuvwxyz (Helvetica)
abedefghijklmnopgrstuvwxyz (Futura)

Figure 5-7. Difterences in typelace spaco economy.

When choosing between typelaces, select the typetace that allows more
characters per ling.

In following this principle, it is important to consider potential conflicts with other typeface
attributes, such as x-height (see Section 6.3.4.4). Typically, typefaces which are space efficient also
possess relatively low x-heights. In this case, the requireinent for high x-height should take
precadence over space effidency because of the critical requirement for logibility.
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534 Type Proportions

Although studies have failed to demonstrate the superiority of one typeface over another, there
are several aspects of typeface design that should be considered when selecting a typeface. Type
proportions are a potentially important consideration, which are determined by four main
factors (Carter, Day, & Meggs, 1985):

¢ Character stroke-to-height ratio

* Variation in stroke width

* Stroke width

¢ Ratio of x-height to overall letter height

5.34.1 CHARACTER STROKE-TO-HEIGHT RATIO.

The character stroke-to-height ratio refers to the ratio of the stroke width to capital letter height.
This ratio affects the relative darkness of a typeface: A higher ratio means that the typeface will
be darker in comparison to a typeface with a lower ratio. Most common typefaces used for
printed materials have a ratio of approximately 1:10 (West, 1990). Since this ratio is the one with
which we are most familiar, it is probably best to stay with this standard, especially in light of the
lack of research on this issue.

The standard stroke-to-height ratio for typefaces used wilh paper is 1:10.

Taylor (1975, cited by Taylor & Hopkin, 1975) looked at the legibility requirernents for low
altitude, high speed flight charts that were presented on displays by mears of film strips. For a
viewing distance of 19 inches, he reconumendad a 1:6 vatio for 8 point type (0.07 inch upper-case
height and a stroke width of 012 inch) and a 5.5:1 ratio for 32 point type (11 inch upper<ase
height and stroke width of .02 iinch). These recommendations are comparizble to the 1:6 to 1:8
vange suggested for electronic displays to be used in the office environment (e.g, American
National Institute for Standards, 1985; Snyder & Maddox, 1978; Shurtlelf, 1950).

For electronic media, stroke widihs of baween 1:6 and 1:8 are recommended.

5342 Varanok e Stroxe Won

In the discussion on serif versus sans serif typefaces (Soction 53.1), reference was made to the
issue of variation in stroke width, that is, the variation between the thickest and thinnest strokes
of the letterform {see Figure 5-1). Many serif typefaces use hairline strokes as the thinnest stroke
on the typeface. There is no evidence to suggest that large variations between thick and thin
strokes contributes to legibility. However, hairline stroke widths can be difficult to see under low
lighting condit.ons and when poor printing techniques are used. For this reason, it is best touse a
typeface which has stroke widths of a similar widi..
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Avoid using a typeface that has large variations in stroke width.

53.4.3 Stroke WibmH oR Typerace WEIGHT.

Typeface weight refers to the relative darkness of a typeface, and can range from light type to
black (see Figure 5-8). Type weight can be used as a tool in two ways. First, an appropriate
weight can help to support sufficient contrast between print and background. In addition,
variations in typeface weight can be used as a means of highlighting information. Only the first
use is addressed here. See Section 7.2 for guidance on the use of typeface weight for information

coding.

Helvelica Condensed offers four type weights. This is Halvetica Condensed Light, It has a slightly finer stroke than the other
three wersions of Helvelica Condensed.

Helvetica Condensed offers four type weights. This is Helvetica Condensed Regular. it has a slightly heavier
stroke than Helvetica Condensed Light.

Helvetica Caondensed offers four type weights. This is Helvetica Condensed Bold. This welght is typlcally
used to highlight certaln words or litles,

Helvetica Condensed offers four type weights, This ts Helvetica Candensed Biack. This Helvetica
Condensad has a massive stroke and Is used for titles, headers, and other attention-attracting
nformatlon,

Figure 5-8. Four different waights for the same typeface, Helvetica Condansed.

Several studies have addressed the issue of what typeface weight is desirable. Although veaders
prefer a typeface that is almost bold in weight (Paterson & Tinker, 1940) and several authors have
recommended the use of a seni-bold typeface (Roethiein, 1912; Luckiesh & Maoss, 1940), thwse
studies have failed to find a difference in performance (Paterson & Tinker, 1940). However, the
results of studies perfonmed under normal reading conditions may not apply to the unique
conditions of the cockpit enviromment. Consequently, it is not possible to conclude whethera
semd-bold typeface should be used. At besy, it is possible to say that

The type weight used should support contrast between type and its background
thatis sufticient to allow accurate and efficient recognition of the infarmation.

53.4.4 RATO OF X-HEIGHT TO OVERALL LETYER HEIGHT,

The discussion on font size showed that typefaces of the same point size can differ radiczady in
their x-height, the height of the body of a characler {sce Section 5.3.2 and Figure 5-6). Although
nostudies have been found that address the effect of x-height on perfornance, many graphic
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designers (e.g. Collier & Cotton, 1989; West, 1990) recommend using typefaces with high x-
heights as a means of improving legibility. Typefaces with high x-heights appear to be larger
than typefaces with lower x-heights, thus making them easier to read. Until evidence to the
contrary appears, the appropriate recommendation is

When choosing between typefaces, use the typeface with the higher x-height.

It should be mentioned, however, that this recommendation may conflict with the earlier recom-
mendation to select the typeface that allows the greatest number of characters per line. Futura is
preferred to Helvetica when the criterion is space economy while Helvetica is preferred to Futura
in terms of x-height. Attempts to optimize on these conflicting criteria may mean that compro-
mise is required on both. However, for reasons of legibility, the requirements of greater x-height
must take precedence over space economy.

A possible solution to this conflict might be to use the condensed version of a typeface witha
high x-height. Figure 59 shows the Helvetica typeface in condensed and regular versions. The
condensed version is, in effect, a compression of the original typeface so as to make it more space
economic. Although this woultd appear to offer a means for resolving the tradeoff between space
economy and x-height, condensing the typeface can introduce distortion that makes the typeface
more difficult to read. In addition, the individual characters may become more similar, making
efficient discriminability more difficult. For these reasons, West (1590} recommends using a
typeface that is inherently space economic rather than a condensed version of a typeface.

ABCDEFGHIJKLMNOPdRSTUVWX&Z (Helvatica Condensed)
ABCDEFGHIJKLMNOPQRSTUVWXYZ (Heivetica Regular)
abedeighijilmnopgrstuvwxyz (Helvetica Condensed)
abedetghijkimnopgrstuvwayz (Helvetica Regular)

Figure 5-9. Condensed versus regular Helvetica,

535 Individual Character Contuslons

A final concern in choosing a typeface is the discriminability of individual characters. Although
this is technically not a tool, it is a concem of sufficient importance that should serve as an
evaluation criterion when cheosing a typeface. The ability to easily discriminate individual
letters and numbers is crucial to accurate and efficient reading of IAP charts. Characters that
have been found to be easily confused are shown in Table 52

The extent to which individual characters are confused depends, in many cases, on the typeface.
For example, Tinker (1928) concluded that character legibility is reduced when very thin, hairline




Confusable Letters Source

fijit Cattell, 1885, Sanford,
1888; Vemon, 1931

Lowercase letter |,
numeral 1, uppercass |

ae Vernon, 1931

oe Vernon, 1331

BR Tinker, 1928

GCO Tinker, 1928

Qo Tinker, 1928

MW Tinker, 1928

FP Spencer, 1960

HB Spencer, 1969

vy Spencer, 1569

38 Spencer, 1969

TY o Cakir, Hat, & Stewart
(1980) '

S5 Cakit, Hart, & Stewart
{1980)

L Cakir, Hant, & Stewart

' {1980)

Kor X Cakir, Hart, & Stewart
(.,980)

BiorD Cakir, Hart, & Slewant
{(1950)

MNforH Cakir, Hant, & Stewart
(1980)

Table 5-2. Conlusabli characlers (conlinued next page).
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Confusable Letters Source

Jiforl Caklr, Hart, & Stewart
(1980)

RforK Cakir, Hart, & Stewart
{1980)

Zior2 Cakir, Hart, & Stewart
(1980)

RS3forB Cakir, Hart, & Swwant
: (1980)

00 Cakir, Hart, & Stewart
(1980)

Table 5-2. Confusable characters, cont.

strokes are used in a typeface or when long or heavy serifs are used, Discrisndnability is im-
proved when a charactor possesses distinctive ascenders or descenders, and when a large coun-
ter (the white space within a letter, such as e or p) is used (see Figure 5-5).

In addition, the individual characters of certain modem sans senif typefaces, such as Futura,
Tempo, and Vogue, are constructed using a common set of modular elements. This means that
individual characters may differ from each other on the basis of one or a fow parts or niodules.
The result is a greater likelihood of confusion between characters (Deganj, 1991).

- Ovink (1933, dted by Spencer, 1969) provides some suggestions for improving the discriminabil-
ity of certain characters. The Bnglish alphabet includes two characters that can appear in either of
two very different formis: a or o and g or g. Usu g a tachistoscope, Ovink showed that “a” was
sore discriminable than "o,” but either *g” or *g” was legible, so long as the flag on the g
version was sufficlently large. Ovink also concludaed that the dot on the letter i should be large
and cleasly separate from the stem, but its shape was not important. Finally, the hock on the
Jelter ¢ was found to be important for easy discriinability.

OCther confusions between letters are possible, depending upon the typeface in question. Conse
quently it is important to

Ensure that all typeface characters are easily discriminable.

Avold using é typeface max includes unusual fetter shapes.




5§36 Type Case

Words set in all-caps a1e ccmmonly used for headlines and other attention-attracting print
situations. The question arises as to whether all-caps are, in fact, more legible than words set in
lowercase letters with the first letter capitalized. One reason why ail-caps could be more legible is
their greater size relative to lower-case letters. Consequently, meaningful comparisons between
uppercase and upper-/lowercase letters can enly be made if the letters are the same height (see
Figure 5-10). . o

ABCDEFGHIJKLMNOPQRSTUVWXYZ
abcdefghijkimnoparstuvwxyz

ABCDEFGHIJKLMNOPQRSTUVWXYZ

Figure 5-10. Upper- versus lowercase letler disoriminability.

In arguing for the greater readability of uppaer/lowercase letters, Spencer (1969) concluded that
“Allcapital printing retards spoed of reading to a greater extent than any other single typo- -
graphic factor” (p. 30). This conclusion was based upon the results of studies by Brelindand
Breland (1944), Paterson and Tinker (1940; Tinker & Paterson, 1928), and Starch (1914} Ineach.
study, uppercase text was consistently read more stowly, reducing eading speed anywhere

from 9.5 1o 13% for five and ten minute test periods to 13.0% for 20 minute test periods.

Use of all uppercase letters also has the disadvantage that 40 to 50% more space is required than
when upper/lowenase leiters are used (Spencer, 1969) and additional lines are likely to be
required to handle the same amount of text. In addition, eye movenwnt studies have shown tiat
uppencase text increases both the duration of fixations and the number of fixations made, the
Latter due to the Lsrger amount of space that must be scanned Spencer, 1969). Many of these
findings may very well be due to our unfamiliarity with uppercase letters. Rarely do weread
wiaterial that has more than a few words in all up percase, :

Several authors have also argued that lowercase letters possess more distinclive shapes than do
uppercase letters. Uppercase letters tend to resemble each other because they are based upon a
more constrained range of shapes than lowercase letters. In contrast to the variety of shapes of
words presented in lowercase letters, words inall-caps have a comumon boxdike appearance,
which is likely to inhibit the speed with which words are recognized. This observation can be
questioned, howeves, on the basis of studies which have shown that when very soall lettering,
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approaching the threshold of legibility, is required, uppercase letters are more easily discrimi-
nated (Poulton, 1964; Hailstone & Foster, 1967, cited by Spencer, 1969).

Although there is substantial data to suggest that upper/lowercase letters should be used, the
fact that space is at a premium means that the greater discriminability of uppercase letters when
very smail type sizes are used must be considered. Fortunately, a study by Phillips, Noyes, and
Audley (1977), which required subjects tc search for names on a map, provides some clarification
of these conflicting conclusions. They found that lower case names set with an initial capital were
found 10 percent faster than names set in all caps.

Available research data suggests that upper/lowercase letter combinations are
read more quickly and support more efficient s==rch for names on a map than
upper-case letters used without lower-case lei..is.

5.3.7 Inter-Character Spacing

Proper spacing between characters contributes to the speed with which textual materials are
read. Inter-character spacing must be considered with respect to the spacing between characte-s
within a word, and the spacing between words. Studies on reading suggest that experienced
readers recognize entire words rather than using the individual characters to identify each word
(e.g. Tinker, 1947; Underwood, 1985). The spacing between individual characters influences our
ability to recognize the overall shape of the word comprised by those characters.

Figure 5-11 presents three sentences that vary in the spacing between charactes. Tight spacing
between characters results in the characters almost touching. In extreme cases, the characters
actually do touch. Tight spacing makes the words look cramped, and makes them somewhat
difficult to read. At the other extreme, widely spaced type hinders the veader's ability to differen-
tiate the boundaries between words. Extra effort must be made to read the sentences.

This s an exarvple of dosely spaced ype.

- This is an example of the default spacing used a Macintosh nage layout
software package. '

This Is an example of widely spaced type.

Figure 5-11, Variations in sp_aclng between letters.

Determjining, the correct spacing between individual characters can be difficult, in part because of
variations in the appropriate spacing for certain character combinations. For example, the spac-
ing used between AV must be different than that used between BL because of the unique quali-

- ties of the character shapes. The ANSI Human Factors Standard (1988} reconuiends that the
spacing between characters be at least 10% of character height while the German Standard
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(Deutsche Institut fur Normungen, 1982) suggests 15%. One possible reason for this discrepancy
is that German words tend to have more characters (Osbormne, personal communication, 1992).

Spacing will also be influenced by the typeface used. For example, West (1990) suggests that sans
serif typefaces can be spaced more closely together than serif typefaces. Also, spacing depends
upon the “openness” of the typeface. Openness is best judged by the roundness of the outside
part of the “O.” Open typefaces cannot be spaced as tightly as less open typefaces (West, 1990).
Ultimately, however, character spacing will have to be assessed visually to ensure that the
spacing looks consistent (West, 1990).

Spacing between characters within a word should be at least 10 to 15% but
should be assessed visually to ensure that the spacing looks consistent for all
combinations of word characters.

Spacing between words is also critical. Large gaps between words make it difficult for the eye to
move smoothly from one word to the next. Tight spacing between lines of text, combined with
loose spacing betweer words, can cause the eye to unintentionally skip from one line to the next.
Tight spacing between words, on the other hand, obscures the boundaries between words.
Typically, one character space is recommended for separating words (American National Insti-
tute for S'andards, 1988).

Use one character space to separate words.

53.8 Leading

Although IAP charts do not contain large amounts of text, there are places where spacing be-
tween lines must be addressed, for example, for missed approach instructions. Leading refers to
the spacing between lines of text. The term, leading, arose from the use of strips of lead to pro-
duce the selected spacing between lines of metal character blocks. Leading is important because
it influences the ability of the eye to move smoothly along a line of text. If the spacing is too tight,
the eye may accidentally shift from one line to ancther.

The amount of leading that should be used depends upon a number of factors, including th~
length of the text line and the character spacing used. Tight spacing between characters, together
with shont line lengths, requires the use of a tighter spacing between lines (West, 1990). The ANS!
Human Factors Standard recommends that either a minimum of two stroke widths be used or
15% of the character height, whichever is greater. This space does not include the space required
for lower case character descenders. Using the 15% of the choracter height as a starting point
provides good spacing for the short lines of text used o display missed approach instructions.
Once again, however, spacing should be checked visually to ensuze that it looks consistent,
especially when ascenders and descenders occur (West, 1990).

The spacing between bottom of descenders on one line and the top of
ascenders on the next tine should be approximately 15% of character height.
The spacing should be visually assessed to ensure that it looks consistent.
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53.9 Rotated Type

Most IAP charts align type in accordance with the direction of the symbols (e.g. radii) to which
they are aitached. Because we are not accustomed to reading words that deviate substantially
from the horizontal, our ability to find and recognize words displayed in rotated type may be
hindered. This view was substantiated i: a study by Foster and Kirkland (1971, cited by Phillips
& Noyes, 1977), which compared search times for names printed either as curved or straight
print on two versions of a monochrome map. Not surprisingly, search for names printed ina
horizontal orientation was significantly faster. The extent to which this affects performance in
searching for names on IAP charts is not known. Consequently, it may be premature to conclude
that text should never be rotated.

Whenever possible, avoid presenting text in a non-horizontal orientation.

5.3.10 Type/Background Contrast

In some cases, it may be necessary to apply type to a pattered background, for example, whena
symbol label must be placed upon the dot-patterned symbol representing a body of water (see
Figure 5-12). When this occurs, a loss of contrast between the type and the background pattern is
inevitable. Consequently, it is important to ensure that sufficient contrast remains to support
legibility. Unfortunately, data specifying the minimum contrast levels for this problem were not
found in the literature.

An alternative is to present the label in a box against a plain background. There is some support
for this appreach. Shortridge (1979) looked at the differences in type size required to ensure that
type size coding differences were consistently detected. As a part of this study, she investigated
the effect of background on type size detection. She found that small differences in type size were
harder to see when one or both of the labels were presented on a patterned background. Locat-
ing the labels within white boxes appeared to solve the problem. This conclusion is also sup-
ported in two studies on aviation charts, one study by Spiker, Rogers, and Cicinelli (1986), which
looked at color coding on compnter-generated topographic maps; and a second study by Taylor
(1975, cited by Taylor & Hopkin, 1975) which investigated legibility on charts used for low
altitude, high speed flight.

Discriminability of alphanumeric symbols which must be located on a patterned |
background may be improved by presenting that information in a box which has
a non-pattemed background.

54 SYMBOL CHARACTERISTICS TOOLS

Symbols are an important tool for embodying information on IAP charts. The term, “symbol” is
u. xd here to refer to visual elements other than alphanumenc characters. One advan‘age of using
symbols is their greater compactness, in comparison to textual labels (Kolers, 1969; Zwaga &
Boersena, 1983). A well-designed symbol is able to convey a lot of information in a relatively
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Figure 5-12. Loss of contrast between text and background on an NOS chart.

small space. In addition, symbols may be perceived more rapidly than reading text (Dewar, Eils
& Mundy, 1976; Ells & Dewar, 1979; Walker, Nicolay & Steams, 1965).

Symbol effectiveness depends upon a number of factors, including the chart user's ability to
detect the symbol against a possibly cluttered background, discriminate it from all other sym-
bols, and understand what it means. Ensuring that the symbols which are used are meaningful is
- acomplex task that involves manipulating the visual elements of the symbol (shape, texture,
size, etc.) s0 as to best support user understanding of the information to be conveyed by that
symbol. Although this aspect of symibol design is critical to symbol effectiveness, it involves
issues of a cognitive nature which fall outside the scope of this Handbook. Tools for making
symbols easier to locate and discriminate from background visual elements and other symbols
are addressed in the remainder of this chapter.

Designing effective symbols is not an easy task, nor is there much guidance available in the
literature. There have even been claims that general principles for symbel design are not feasible:
“Some researchers have attempted to provide guidelines for the use of certain symbol attri-
butes...; others have focused on the development of perfonnance-based criteria.... These ap-
pmac}us allow candidate symbol sets to be evaluated along predetermined dimensions. How-
ever, such general principles are often overridden by situationally specific factors. It seems more
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fruitful to search for display principles that pertain to a restricted class of displays that will be
used under sitr 'lar circumstances” (Remington & Williams, 1986, p. 407).

Although this position is largely correct, it is still possible to provide some very general guidance
on how to design discriminable symbols. This guidance, l.owever, is intended for use after
symbols that are thought to be meaningful and useful for IAP charts have been designed and
evaluated for their ability to convey information. The information provided in this section will
not compensate for symbols which lack basic meaningfulness.

Also, it is important to remember that discriminability is a relative concept (Easterby, 1970). It
makes no sense to talk about the discriminability of a sin gle symbol. A given symbol is discrim-
inable only with respect to all other symbols likely to be used in the same context.

Three common types of symbols are used on IAP charts (Potash, 1977; see Figure 5-13):
¢ Point symbols, which specify a geographical location (e.g. waypoints and obstacles).

¢ Linesymbols, which typically specify the direction of movement (e.g. the missed
approach path symbol located at the end of the runway). Line symbols are also used
guide the eye from one location to another (see Chapter 5).

¢ Areasymbols, which specify area in two dimensions (e.g. bodies of water).

Section 5.2 described two forms of control over eye movements made when searching for infor-
matjor on a chart, Symbols must be designed to support these control mechanisms in order to
contribute to efficient syrnbol search. This means that each symbol must:

¢ Beeasily recognizable in fovenl vision. Its overall shape must be sufficiently simple and
“clean” to allow rapid discrimination of the symbol from its background and neigh-
boring visual elements.

o Suppori processing by peripheral vision. The efficiency of the search process is related to
the extent to which peripheral vision can discriminate potential target elements from
non-target elements. Although peripheral vision is not sensitive to detailed informa-
tion, it can diseriminate, with varying success, on the bass of color, size, shape and
other visual dimensions. Symbols should be desigued to support discrisuination by
peripheral vision, to the extent possible.

This section focuses priarily on how to design symbols which support effident processing by

foveal viston. Sections 7.2, “Information Highlighting,” and 7.3, “Information Coding,” suggest
how symbals can be designed to support peripheral vision.

541 Symbol Shape

Easily discriminable symbols take advantage of certain “preferences” possessed by the visual
system. Four types of preferences that will be looked at with sespect to symbol shape are:

o Simplicity of shape
* Distinctive global shape
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Figure 5-13. Common types of symbols used on IAP charts,

¢ Simple focal features
¢ Figure/ground stability

5.4.1.0  Swrucay oF SHAPE

The speed with which a symbol is found and recognized is influenced by two related factors, the
simplicity of the shape of the symbol and the familiarity of the shape (Easterby, 1970). For ex-
ample, Forrest and Castner (1985) compared search rates for simple, abstract symbols and
complex, pictographic symbols. Simple, abstract symbols were found more rapidly, although
slightly higher error rates occurred.

Complex symbols place greater demands on the visual system for the siraple reason that they
convey a greater amount of information in comparison to simple symbols. “The greater the
niumber of different angles, divection changes, curves, intevsections and boundaries, the greater
the asymmetry, the more complex an image appears to be, i.¢. the greater the amount of basic
physical information it seents to hold” (Wood, 1972b, pp. 127-28).
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Simpie, familiar symbol shapes should be used whenever possible.

Simple geometric shapes may also be combined to form more complex symbols. Regardless of
whether geometric shapes are used alone or in cotnbination, each shape should be designed to
support maximizm discraninability from all other shapes. Some guidance on how to do this is
provided by Casperson (1950), who conducted a shape discriminability study to identify the
‘parameters that contribute to more effective discrimination between simple geometric shapes.
He found that each shape has its own dimension that best differentiates it. Shapes that were
evaluated, together with their defining dimensions, are shown in Table 5-3.

Elipses and triangles Area
Reclangles and diamonds ~ Maximum dimension

Stars and trosses. Perimeter

Table 5-3. Optimal dimension for ensuring maximum discriminability of
simple geometric shapes.

Ensure that each geomelric shaps is maximally distinctive by utilizing that
{shape's defining dimensgion.

54.1.2 Dgmicnve Guopas W‘ ;

In her review of icon design for user«compuu.r interfaces, Rogers (1989) argues that the overall
global shape of the symbol agpaars to play the greatest role in symbol recognition and discrimi-
nation: “One way in which the shape of the icon [symbol] can facilitate easy discrimination
arhong alternatives s to maximize the difference between the outline shape of the icons withina
set. Henve varying the global structuee of gach of the icons should nake it easler to locate and
identify an individual icon {symboll” {p. 1443,

Her conclusion is based on a study by Arend, Muthig, and Wandnacher (1987; also see Pomwer-
antz, 1983) which suggested that subjects can respond to the global features of anicon {e.g.
shape, size, color) ynucs more rapidly than the local features (the lines, elements, and structures
within the figure) of an icon. If this is the case, icans which differ with respect to global features
-+~ vill be searched and identified Easter than icons with similar global shapes but different local
. satures. This hypothesis was confirmnad by their results. The global shape of a symbol is an

~ - important tool for supporting both search and discriminability of symbols from each other and

~ from background elements.

Clearly, there s a good deal of evidence to suggest that distinctiveness of the overall shape of the
symbol is one of the most dominant factors that contribute to symbol search and recognition.
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Symbols should be designed to have distinctive global shapes.

Distinctiveness also needs to be considered with respect to background information elements or
symbols that may be positioned near to, or on top of, each other. Chapter 5 discussed various
ways in which contrast between elements can be used to embody the visual structure of the
chart. Contrast variations are made by varying the “weight” of the symbol (Henderson, 1976),
that is, the extent to which a symbol stands out in comparison to other elements. Although the
size or the line weight of the symbol can be varied, Henderson suggests that using variations in
the ink ratio used to define a symbol is a more effective approach. A higher ink ratio will cause a
symbol to appear to be brighter and, therefore, more important.

Regardless of the weight used, each symbol must support easy differentiation from neighboring
and background information elements. This means that each symbol should possess a strong,
outline contour that clearly defines the outline form of the symbo! (Easterby, 1970).

Use a strong outline contour to define each symbot in accordance with its
relative position within the visual structure of the chart,

54.1.3 Swrie LocaL FEATURES

Although there appears to be strong agreement as to the impertance of the global shape of a
symbol, treatment of local features appears to be less clear-cut. For example, Rogers (1989) argues
that distinctive local features are helpful as well: “The optimal solution, therefore, is to be able to
design an icon set in which all the icons have different outline shapes but also contain sufficient
local feature information for them to have a direct mapping to the underlying referents” (Rogers,
1989, p. 145). Clearly, Rogers is arguing for the importance of local detail as a means of conveying
the meaning of a symbol. Other researchers, however, suggest that distinctive local features can
reduce the discriminability of symbols and, in fact, Rogers seems to take this position as well
when she suggests that the compact nature of sysubols means that they should be as simple as
possible: “[F]ine detail makes no contribution t. xmambiguous and rapid interpretation of
pictorial information. Simple outline drawings of objects should be used in preference to draw-

ings using shading” (Rogers, 1989, p. 145).

Some evidence which supports the view that local features of a symbol should not be empha-
sizext is provided by Taylor (1975, cited by Taylor & Hopkin, 1975). In evaluating a set of sym-
bols to be used on charts for low altitude, high speed flight, he found that all of the symbols were
more effective than text labels, with one exception. The exception was a symbol for water towers
which was “a detailed, fine line drawing” (Taylor & Hopkin, 1975, p. 201). The ineffectiveness of
this symbol led Taylor and Hopkin to reconuvend that symbols should be bold and simple in
form, avoiding the use of fine detail, especiaily if discriminability between symbols must take
place by means of that detail

Avold using detalled local sudcture to define symbols. Instead, symbols should
be discriminable on the basis of their global shape.
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Avoidance of detailed local structure is also suggested by the recommendation by many re-
searchers (Dudish & Goehler, 1988; Easterby, 1970; Forrest & Castner, 1985) that symbols should
be filled rather than open. For example, Forrest and Castner found that “darker, more solid
symbols” were found faster, and also were preferred by their subjects.

Use filled symbols rather than open symbols.

54.1.4 Strong FIGURE/GROUND RELATIONSHIP

Symbol discriminability depends upon a strong figure/ground relationship that enables the
symbol to stand out against a potentially cluttered background. Figure/ground relationships are
determined by a number of factors, such as the simplicity and regularity of the item, and its
relative brightness as compared to the background.

With respect to symbols, some tools for supporting figure/ground include:
o Size: smaller elements are more likely to appear as figures against larger elements.

o  Simplicity or familiarity of shape: Simple or familiar shapes are more likely to be seen as
figures.

© Brightness: Brighter elements (either through color or through a high ink-to-paper ratio
will tend to be seen as figures.

e Continuous contour: Closed shapes which are formed by a continuous line are likely to
be seen as figures.

o Strong contour; A shape that is defined by a strong contoured line will tend to appear
asa figure.

o Inferposition: An element which has at least one surface that can be seen in its entirety
will appear as being located “in front of’ an clement which has no surfaces that can be
completely seen.

e Symmetrical shape: Elements that are synunetrical, especially around the left/right axis,
tend to be seen as figures.

Ensure that each symbol stands out as a strong figure against all background
patterns and elements.

542 Symbol Slze

Undike alphanumeric characters, there are no standard recommendations for symbol sizes.
Probably the main reason for this {s that minimum symbol size Is going to depend upon the typ.
of symbol being used. For example, an important location could be marked by using a simple
dark square or by means of a pictograph that describes something about that location. Robinson
and Sale (1969) recammend that symbols shotild have a mininum size of two minutes. Given
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that the recommended sizes for alphanumeric characters range from 16 to 22 minutes, Robinson
and Sale are probably referring to minimum size for a very simple symbol such as a square.
Ultimately, symbol size must be determined by the size of the smallest component of a symbol
that must be detected and recognized (Taylor & Hopkin, 1975).

There are other factors that must be considered as well. If colors are applied to the symbol or its
background, legibility of the symbol may be reduced and must be compensated for by using a
larger symbol (Dent, 1985). In addition, decisions about symbol size must take into account the
desired size of a symbol. Certain shapes appear visually larger than other shapes, for example,
round shapes seem larger than squares (Robinson, 1952). Also, a symbol that is located away
from all other visual elements may appear larger than the same symbol located in a cluster of
information elements (Potash, 1977). Each symbol should have a visual size that is appropriate
relative to its role and position within the visual structure of the chart.

Finally, symbol size will be impacted by the realities of the chart. In some cases, a smaller size
will have to be used in order to fit all the relevant information into the appropriate location
(Potash, 1977). Clearly, selecting sizes for all symbols is not a simple task.

When making decisions about symbol size, consider all of the factors that
impact symbol effectiveness, including legibility requirements, role and position
of each symbol within the visual structure of the chart, apparent visual size, and
space constraints,

543 Symbols and Color

With respect to symbols, color can be used in two basic ways. First, it can be used to add addi-
tional realism to a symbol. A second approach is to use it in accordance with a color coding
scheme. The first use of color is addressed here. Color coding of symbols is discussed in Section
73.

Most users of electronic displays like color. For this reason, the temptation is to apply color to
symbols to make them more realistic or attractive. The impact of color for added realism or
attractiveness does not appear to have been studied. Consequently, the issue can anly be ad-
dressed in terms of how performance might be affected. There are two obvious ways in which
color might be expected to affect performance in finding and recognizing symbols. First, color
might affect the legibility of the symbol. It is possible that the application of color might reduce
the visibility of the borders of the symbol, making it more difficult to differentiate it fromits
background. The extent to which this is likely to be a problem is probably dependent upon the
colors used for the symbaol itself, any neighboring information elements, and the background
against which the symbol appears.

A second way in which color might make a difference is as a potential source of distraction.
Ropers (1989) argues apainst the use of color for added realism becausa the addition of color
could slow the search process. This might occur not only because of reduced legibility but also
because the eye may be altracted to certain coloss, thus hindering its ability to nwve quickly from
one element to another.
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Of course, color could potentially compensate for reduced legibili.y in that, if the chart user knew
the symbol's color, recognition could take place by means of color rather than shape (Easterby &
Hakiel, cited by Collins, 1982). This use of color is addressed in Section 7.3 of the Handbo k.

Color, used solely as a means of adding realism or attractiveness to symbols,
should be avoided.

544 Achleving “ymbal Leglibility

Although symbols are used in a variety of everyday situations, we still don't know much about
how to design them effectively. It remains for the chart designer to ensure that symbols are
designed effectively so as to support efficient detection and discrimination of all symbols, regard-
less of how they may be positioned within a chart. Ultimately, good symbol design comes down
to providing sufficient contrast between each symbol and its surroundings (Henderson, 1976).
And there are no hard and fast rules on how to determine if sufficient contrast has been
achieved.

Symbol legibility is also greatly impacted by the medium on which it is displayed. Consequently,
care must be taken when transferring a symbol from the paper medium to electronic displays.

If a symbol that has been used on paper chads is to be transfetred to the
electronic medium, be sure to determine if sufficient resolution is available to
support the symbol. Otherwise the symbol may have to be modified to take into
account the reduced resolution of the electronic display.

Finally, all of this guidance on how to design legible symbols must be balanced by the need to
provide maaningful symbols. A symbol that is easy to find and recognize must also effectively
convey the information it is intended to represent.

55 SUMMARY

This chapter has addressed the issue of how to present alpharumeric and symbolic information
50 as to support the chart user’s ability to quickly find and recognize those pieces of information
of immediate interest. The focus has been on describing tools that can support rapid information
access by enabling foveal vision to quickly discriminate the contours and details of the informa.
tion from background clutter. In this way, the duration of each fixation can be reduced, resulting
in faster search performaice. As Section 5.2 pointed out, however, search performance can also
be improved by utilizing the capabilities of peripheral vision i guiding the eye to those locations
most likely to contain the information of interest. Tools for supporting peripheral vision are
described in the next chapter.
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6. SEARCH AND PERIPHERAL VISION

6.1 OVERVIEW OF CHAPTER 6

A major part of IAP chart use involves looking for specific types of information when they are
needed. This process involves discriminating between the target information and all other
information presented on the chart. Improving the ability of the chart user to distinguish target
from non-target information would appear to contribute greatly to search efficiency.

This chapter reviews three types of design tools that may support this process:

e Information Highlighting Tools, which enable visual discrimination between important
and less important types of infonmation. Highlighting tools include bolding and
reverse type.

o Information Coding Tools, which provide visual methods for categorizing information.
These tools, which include type size coding and color coding, support perceptual
rather than cognitive discrimination, thus potentially improving the search process.

. Inﬁymmum Bounding Tools, which can be used to visually separate chart elements by
encouraging the eye to stay within these boundaries. Boxes and white spaces are
examples of information bounding tools.

The first two types of tools are intended to help visual search by supporting peripheral vision,
Highlighting and coding both embody information using visual tools that can be discriminated
on the basls of peripheral vision. Consaquently, the peripheral vision system can determine
whether or not an information element is likely to be the target information on the basis of
perceptual variables. If an element belongs to the same category (one category being impor-
tance), foveal vision can then be applicd to analyze detail information to deternine if the element
is, in fact, the target temt. '

There isno hard and fast nule for discriminating between information highlighting and informa-
~ tion coding. Highlighting is used here to differentiate with respect to the dimension of impor-
tance. Coding is intended for use in differentiating category membership. However, many of the
same visual to. s can be used for either pupose and importance is, obviously, one form of
category nembership. However, the distinction seems substantial enough and the limitationsof -
+ one form versus another suffigently clear to treat thom as two separate phenomena,

Information bounding tools work in a slightly different way. Rather than distinguish on the basis
of category membership, bounding tools help to prevent interference from neighboring itens.
Foveal vision tends to automatically process whatever information it finds, and has great diffi-

_ culty ignioring information, even if it is irvelevant. If tiere are information items close to the item
being fixated o, the visual system will attenpt to process those items as well. This interference
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from neighboring but irrelevant items slows down the processing of the fixated item. Conse-
quently, one way of improving search performance is to provide sufficient separation between
elements.

6.2 INFORMATION HIGHLIGHTING TOOLS

Information highlighting can be used in twc ways. The educational community has investigated
the value of highlighting as a tool for differentiating important information (general principles,
major conclusions, etc.) from less important information (e.g. specific examples). Highlighting, in
this case, is intended to help the reader focus on the important information so as to aid retention
and support understanding of the material presented. This use of highlighting will not be ad-
dressed here. The other use of highlighting is to help the chart user find important information
by manipulating the visual appearance of an item so as to attract the eye more rapidly. This
approach would appear to be of benefit to the IAP chart situation. This section reviews the
effectiveness of six methods of highlighting: brightness, bolding, reverse video, blinking, under-

lining, and boxing.
6.2.1 Highlighting through Brightness

One method for highlighting information on electronic displays is to make the important infor-
mation brighter than less important information. Galitz (1989) feels that brightness coding has
both a good attention-getting capability and is least disturbing to the user, as compared to other
methods such as reverse video and blinking, For the IAP chart setting, its biggest limitation is
that the user may not be able to detect the a: iditional biightness under high levels of ambient
illumination. In addition, when brightness variations are used under potentially poor viewing
conditions, only two levels of brightness can be used (Van Cott & Kinkade, 1972). Similarly,
brightness variations may not be discriminable on screens that lick sufficient contrast

Brightness variations also suffer from the serious limitation that they may be more difficult to
‘detect when applied to small information elements that nay be distributed throughout the
screen (Potash, 1977), as is the-case with informuation elements on the plan view of the chart. One
possible approach for solving this problom is to activate 2 double stroke or increase the line
width when that element is highfighted (Weidenung, 1992). Also, brightness coding is most
effective when information elenwnts are located near each other, naking comparisons of relative
brightness easier to perform

Under good viewing conditions, hightighting through brightness is both elfective
and not annoying fo the user. However, ils etfectiveness is retuced under high
ambient illumination levels, on low contrast displays, and when the highlighted
elements are small.

622 Highlighting Through Bolding

Highlighting through bolding is, in a sense, the paper moedium counterpart of highlighting
through brightness. Like brightaess highlighting, ondy two levels (bolded and non-bolded) can

[11]




be used. Also, this method is not annoying to the user. Unfortunately, three different studies
using bolding of names on charts (Bartz, 1970b; Multer et al., 1991; Phillips, Noyes & Audley,
1977) failed to show that it is effective as a means for emphasizing important alphanumeric
information during visual search. In each case, it was concluded that bolding did not support
nwre efficient search but did contribute to chart clutter.

Bolding of important names does not appear to improve performance and
should be avoided as it may contribute to chart clutter.

6.23 Highlighting Through Reverse Video

Reverse video is a common method of highlighting information on personal computers (Tullis,
1988). However, there is some evidence to suggest that reverse video may, in fact, hinder the
search process. Galitz (1989) warns that overuse of reverse video can cause a ciossword-puzzle
effect, with “the haphazard arrangement of fields on the screen creating an image that somewhat
resembles a typical crossword puzzle. An arrangement of elements might be created that tries to
lead the eye in directions that the designer has not intendea” (p. 95). Because reverse video
stands out so radically, great care should be used in deciding what elements to portray in reverse
video. Patterns are very apparent with this approach and if reverse video is applied to items
from different categories, the user nwy infer unintended corunonality between them

Also, reverse video may reduce legibility of the information being highlighted. Gomberg (1985;
cited by Fisher & Tan, 1989) found that search for information in reverse video was slower than
search for non-highlighted information, a result that was confirmed by Fisher and Tan (1989),
Because reverse video has good attention-getting capability (Galitz, 1989), veverse video may
distract the eye when searching for information that is not highlighted but is presented ona
screen where reverse video is usid.

Onestudy that did find improvad perforaance using reverse video involved the use of scarch
perfornance on AP charts. Multer, Wamer, Disario, and Huntley (1991) measured the tnw
taken to identify the inbound heading on fictional IAP charts. Presenting the heading number in
severse video shortencd the time reguired to identify the heading as compared to headings tat
were presented in bold or not highlighted. Althongh this study suggests that reverse video may
be an effective toud for use in IAP charts, some of the subjucts (who were pilots) expressed con
cern that the attention getting propesties that made reverse video effoctive in this situation might
prove distracting when searching for an item that is not higldighted. Also, sonw subjicts feli that
the heading was harder to read.

1f reverse video is used, it is important to leave a margin around the highlighted information in
order to avoid degraded legibility of characters located at the odge of the reverse video field
(Gatitz, 1989). In addition, legibility will be invproved if a barger type size is vsed, combiswd with
a sans serif typeface that has a heavier weight.

Reverse video is an effective means of atiracting the user’s attention but it can
reduce the legibility of highlighted information. In addition, it may distract the eye
when the target information is not highlighted.
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624 Highlighting Through Blinking

Probably the most effective method for attracting the user's attention is blinking (Galitz, 1989).
This effectiveness, however, is accompanied by a strong tendency for blinking to be distracting. It
is very difficult for the eye to look at anything other than the blinking information. Blinking also
can reduce legibility, for the simple reason that the highlighted information is displayed only
momentarily before it disappears. Focusing on the blinking infi-zmation --an be difficult, espe-
cially for oldier eyes. -

- Finding the blinking information may also be delayed, depending upon the length of the off
+ cycle (Fisher & Tan, 1989). Extending the duration of the "on" cycle and reducing the "off" cycle
can help with this problem. Reduced legibility can also be avoided by us~ ga method other than
completely turning the message on and off. Two such methods are alternating between high and
low brightness, and alternating between normal and reverse video (Tuilis, 1988). Another ap-
proach is to use a separate blinking symbol that is located next to the message information which
does not blink {Smith & Goodwin, 1972),

Of all the highlighting methods, blinking is the most annoying for the user if it is not used

- correctly (Tullis, 1988). Its use should be limited to situations where the highlighted information
Teflects a critical situation that der :nds an immediate response from the user (Galitz, 1989;
Smith & Mosier, 1986). Also, only one blinking rate should be used (Poole, 1966, cited by Smith &
Goodwin, 1971), and it is critical that the user be able to turn it off.

Highlighting through blinking should oniy be used to inform the user of a critical
situation. For this reason, its use on IAP charls is probably not appropriate.

225 #:hlighting Through Underlining

Underlining is a common method of highlighting when running text is used. Its ability to attract
the eye, however, is limited and it may rediicn legibility if the underline is positioned too closely
. to the underlined information (Galitz, 1939). Underlining may be effective as a means of high-
lighting a small amount of information relative to other information in a very confined section,
although this is only speculation and has r.ot been experimentally evaluated. If underlining is
used, make sure that sufficient space separates the underline from the information being under-

Underlining is not a strong attention-getter but it may have limited utlityas a
way of highlighting a small amount of information that is located with other
information in a restricted space.

62.6 Highlighting Through Box'ng

Highlighting through boxing means placing important information within a box. In effect, this
becomes a form of shape coding in that the eye can differentiate important from less important
information un the basis of the box shape. Boxing might be expected to be a less effective form of
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highlighting for two reasons. First, studies on shape coding (e.g. Williams, 1967) have shown that
peripheral vision is less effective at differentiating items on the basis of shape than other visual
manipulations, such as color and size. Also, the use of a box might hinder the ability of the eye to
use the overall shape of the words or numerals enclosed in the box, thus slowing the recognition
process. This does in fact happen, the severity depending upon the relative size of the letters
within the box (Bridgeman & Wade, 1956). As the size of the letters within the box increased,
letter recognition performance decreased.

Cne study that did investigate the effectiveness of boxing as a tool for highlighting did, i fact,
show that performance with this method was worse than no highlighting at all (Gomberg, cited
by Fisher & Tan, 1989). However, a study by Multer, Warner, Disario, and Huntley (1991)
contradicts this result. They measured the time taken by pilots to find the inbound heading on an
IAP chart. In one of their conditions, the heading number was placed within a box. Their results
showed that performance in the boxing condition was superior to both bolding and no highlight-
ing, and similar to reverse video. An explanation for these discrepant results is not obvious.

The relative benefits of highlighting through boxing are not clear. i boxing is
used, be sure to use a box that is sufficiently large to suppont &egnbmty of the
information located within the box.

This form of boxing needs to be distinguished from other uses of boxes. Section 6.4 describes the - k
value of boxing as a means of specifying spatial layout of chunks of information. This is a very
different use of boxing which has proved to be very effective as a means of defining informatlau
spaces.

6.27 Limitations of Highlighting

Highlighting offers the advantage of enabling the chart user to quickly access information that
has been defined as important. Certain forms of highlighting increase the rate at which high- _
lighted information will be found. The disadvantage is that it can hinder the abmty oftheuserto
find information that is not highlighted (Fisher, Coury, Tengs & Duffy, 1989). This is a very real
problem because the information needed by the user will vary depending upon the phase of
flight, the user's personal information needs, and other factors.

Also, highlighting quite simply does not always work, a phenomenon Fisher and Tan (1989)
refer to as the “highlighting paradox.” They suggest that highlighting works enly when users
notice the time benefits of attending to the highlighted information. Otherwise, they may simply
ignore the highlighting, In addition, they argue that the best method for highlighting 15 to use
color, a method that will be discussed in Section 6.3, Based upon these findings they offer the
following guidance on when to use highlighting,

¢ “Aslong as thelevel of highlighting validity [the exte.t to which highlighting is
predictive] is greater than or equal to 50% {that is, at least half the time the target
information is highlighted], and as long as only one option is highlighted, performance
when color is used as the highlighting attribute should be at least as goud as perfor-
mance when none of the options is highliphted” (p. 28).
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¢ “When the level of highlighting validity decreases below 50% or when the number of
highlighted options is greater than one, highlighting may well be worse than no
highlighting in ... displays that make it possible for subjects to process more than one
option in a single fixation” (p. 28). It is not clear whether highlighting is better than no

highlighting in these cases.

For these reasons, highlighting should not be used casually. Highlighting will probably prove to
be more effective when applied to electronic media that possess the capability to vary the form of
information presentation in response to user control. If the display “knows” what information is
important to the user, on the basis of user input, highlighting may provide an effective tool for
improving search efficiency. For paper charts and electronic displays that do not allow user
contral over what information is presented, highlighting is probably not a good choice.

Although highlighting can improve search efficiency for highlighted information,
it may reduce efticiency for non-highlighted information. When deciding whether
to use highliahting, strong consideration must be given to possible negative
consequenceas that can arise through the use of highlighting.

- Ifhighlighting is used, it must be used conservatively in order to be effective (Tullis, 1988). Also,
since its purpose is to emphasize important information, care must be taken in choosing those
information elements that will be highlighted since non-highlighted information will be more
difficult to find.

i the dacision is made to use highlighting, it should be used conservatively and
appropriately, In keeping with the information needs of the user,

6.3 INFORMATION CODING TOOLS

- Highlighting methods are intended to support efficient search by using visual tools that attract
the eye to information thought to be irportant, An zliermative approach is to reduce the number
. of itesns that must be fixsted before the target elemnent is found by enabling peripheral vision to
differentiate items that belong to the same category as the targed information from iterns belong-

- ing to other categorivs, Foveal vision can then be applied to those clements possessing the target
visual cue until the target element is Tocated. T" s approach hus the additional advantage that
patterns of relationships between individual elements can be detected as well. In this way, the -
visual structure of the chart can be clsified throwgh judiclous use of todu\g techniques. .

Because infuimation coding achieves its advantage from the use of peripheral vision, codmg .
~ ynethoids pust be based on visual cues to which peripheral vision is sensliive. Candldate codes:
. are colos, size, and shape. Each of these coding methods is described bek)w -

634 Color Cotling

The effectiven-ss of color coding has beva investigated in a variety of experimental situations
(see Cluist, 1975, and Davidoff, 1988, for reviews). Although its positive impact on performance
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has been clearly demonstrated in a number of situations, there is still some question as to the
conditions under which color coding is effective. Color coding can be used in a variety of ways.
Of interest are three purposes for which color coding might be used in the IAP chart setting:

¢ Color coding and display segmentation;
*  Color coding to support search;
¢ Color coding to specify land surface heights.

6.3.1.1 CoLor Copmg aND DisPLAY SEGMENTATION

A number of cartographers (e.g. Robinson & Sales, 1969; Taylor & Hopkin, 1975) have argued for
the value of color coding as a tool for coping with the clutter problem on charts. For example,
Taylor and Hopkin (1975) suggest that the solution to the clutter problem “must largely depend
on judicious use of coding to reduce visual clutter and the apparent density of information, with
emphasis on features according to their inter-relatedness and operational importance” (p. 203). In
effect, it is argued that color can be used to segment information elements in accordance with
shared category membership within the organizational logic of the chart.

Segmentation refers to the process, by the visual system, of determining what objects are pre-
sented, including the kinds of objects they are, and where they are located. The process of seg-
mentation does not include identifying the segmented components. The value of color coding as a
tool for display segmentation depends upon whether the segmentation that results corresponds
to the segmentation required to perform the task. Luder and Barber (1984) suggest that display
segmentation based on color can, under some conditions, be performed by the visual system by
means of parallel processing. In effect, the visual system is able to quickly differentiate the
various elements all at once, rather than having to look at each element in isolation.

Color segmentation happens before processing of other visual variables, such as shape, takes
place. If the segmentation based on color does not correspond to the segmentation required by
the task, color will serve as a distraction and de grade performance. It appears that the visuai
system is urable to inhibit unwanted processing of color attributes ever if appropriate.

An example of this phenomenon is provided in a study by Macdonald and Cole (1988). Subjects
were shown slides of horizontal situation indicators. On one task, the color, cyan, was applied to
database waypoints, untuned navaids, and airpurts. The waypoints comprised Y% of the cyan-
colored items. The subjects’ task was to count the number of waypoints to determine if the
number presented on the display corresponded to the number they were told to expect. In this
situntion, color alone was not enough to perform the task accurately since shape had to be used
to distinguish waypaints from the untuned navaids and airports.

Performance on the ¢colored display was not superior to performance without the use of color. In
fact, when complex displays were used, where complexity was determined by the number of
different types of infornuition presented on the display, perforimance in the color condition was
significantly worse, Subjects apparently had difficulty ignoring the color dimension and focusing
only on shape. This study confirms Davidoff's (1988) conclusion that color is effective for display
segmentation untess color causes an incorvect segmentation, in which case it may actually
degrade pexformance.
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This conclusion has also been confirmed in the case of information presented in tables. Arbitrary
coloring of the rows or columns of a table is distracting and inhibits performance (Wright & Fox,
1970; Foster & Bruce, 1982), a result which can be expected since arbitrary use of color can attract
the eye to non-target items (Davidoff, 1988).

Use color only if the display segmentation required by each task corresponds to
the segmentation encouraged by the application of color.

6.3.1.2 CoLor Coping anD VisUAL SEARCH

Color coding to support faster search is probably the most established advantage of color coding.
In his extensive review of the literature on color coding, Christ (1975) concludes that “[R]edun-
dant colors can decrease search time for symbolic displays if the subject knows the color of the
targets. This advantage of redundant colors increases as the density of the symbols in the display
increases” (p. 561). A number of studies have shown that color coding helps to reduce the time
needed to find a target item (e.g. Bundesen & Pedersen, 1983; Eriksen, 1952, 1953; Hitt, 1961).
Color coding effectiveness in search tasks has also been demonstrated using maps (Christner &
Ray, 1961; Shontz, Trumm & Williams, 1971). For the IAP chart situation, color coding used
redundantly with shape coding may provide a way of improving search performance for types
of information, such as waypoints and navaids, presented on the plan section of the chart.

Color coding, used redundantly with another form of coding such as shape,
improves parformance when the task requires search. Its use may improve the
performance of users searching for information elements iocated in the plan
section of the chart.

Color coding is assumed to work in two ways in search tasks. First, it allows peripheral vision to
differentiate same-category from different-category items. In addition, under some conditions,
such as if the colors used are sufficiently distinguishable, parallel processing of color can occur
(Carter, 1979). This result is suggested by the finding that increasing the number of items dis-
played from 30 to 60 increased search time on monochromatic displays by 108%, but only 17%
for color displays. Parallel processing is less likely to occur as the similarity of the colors used
increases, making them harder to discriminate (Carter, 1982; Farmer & Taylor, 1980). Color
differences must be much larger than threshold in order to support parallel processing (Nagy &
Sanchez, 1990; Nagy, Sanchez & Hughes, 1990). '

Use of colors that are easily d&ﬁngdlshab!e can support nearly parallel
processing of color,

Several studies have suggested that search time for color coded items is a function of the number
of same-color items presented (Green & Anderson, 1956; Cahill & Carter, 1976; Smith, 1962). This
conclusion is based on the finding of a linear increase in time as a function of the number of items
sharing the target color. Variations in the number of items in non-target colors has much less
effect on search performance, the effect sanging from small to none at all (Caster, 1979; Caster &
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Cahill, 1979; Luder & Barber, 1984). Davidoff (1988) concludes that the impact of items in non-
target colors depends upon whether targets have to be identified rather than simply detecting
their presence.

The improvemnent in performance due to the use of color coding decreases as
the number of items that share the same, target color increases. Perforrnance is
iess affected by variations in the number of items with non-target colors.

An analysis of eye movements reinforces the view that the eye is able to ignore items having
non-target colors. Williams (1967) looked at patterns of fixation during search for target two-digit
numbers. He found that when target color was precued, fixations tended to be located on items
sharing the target color. There was no tendency to look at any other specific color, suggesting
that subjects were able to use color effectively. He also found that search time was substantially
faster for color than for size alone, shape alone, or number alone.

Visual search time is also affected by the number of colors used on a display, with search times
increasing as the number of colors displayed increases (Bundesen & Pedersei., 1983; Smith, 1962;
Cahill & Carter, 1976). This reduc tion in performance appears to be smaller than that which
occurs because of increases in number of same-color items, Consequently, it may be the case that
it is better to use more colors for fewer items than fewer colors for more items. This conclusion
needs to be tested, however.

Visual search timas Increase as the number of colors used increases.

In a study aimed at identifying the number of colors that should be used, Luria, Neri, and
Jacobsen (1986) had subjects match a colored stimulus to one of a set of colors displayed ona
CRT. They found that reaction time increased linearly as the number of colors used increased, up
toa set size of five or six. As set size increased beyond this size, reaction times continued to
increase linearly but less rapidly. Error rates, however, were found to increase sharply with set
sizes of eight to ten colors. Cahili and Carter {1976) concluded that six is the rnaximum number
of colors that should be used. Other researchers have argued that much larger numbers of colors
can be used if the colors are sufficiently separated in color space (Smallman & Boynton, 1950,
Potash recomuends that eight or nine maximally saturated colors be the maximum number
wsed if it is assumed that the chart user must remember what the colors mean. If the task is
purely perceptual discrimination, a much larger number of colors can be nsed. Tt is unlikely that
more than elght or nine colors will be needed on JAP charts if an intelligent color coding method
is1sed.

[Restrict the number of cotors used to less than elght or nine if the user must
1 remember what the colors mean,

The effectiveness of color is dependent on users knowing the target color. If lhey do not know it,
perfammnceiswoxsethanwhennacolorasused(ﬂm&, 1975).
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i the color is known in advance, performance will improve with the use of color.
If the color Is not known, performance is worse than with no color.

Coloralso degrades performance when search is for a non-colored item on a display that in-
cludes color. This is one more piece of evidence suggesting that the visual system is unable to
avoid processing color even if it hinders performance.

If search for non-colored items is required on a display where color is used,
performance will be reduced.

Color is also effective when the target item has its own unique color. Macdonald and Cole (1988)
found that searching for, and identifying, the active waypoint on a horizontal situation indicator
was faster when the waypoint was colored magenta than when no color was used. This result is
consistent with Christ's conclusion that “the most clear-cut finding is that if the color of a target is
unique for that target, and if that color is known in advance, color aids both identification and

searching” (pp. 106-107).

Color coding of a single item reduces the time needed to locate that item.

Color coding has also proved to be effective when searching for names on a map. Foster and
Kirkland (1971, cited by Phillips, Noyes & Audley, 1977) used a map where land names were in
black and water names in blue. When subjects knew the color of the name, search times were
faster than in a map where all the names were printed in black, but when they did not know the
color, the single color map was faster.

Color coding can imprdve search times for names presented onAmaps it the
user knows the color to look for.

Color coding may not be effective when the task involves identification but not search. Identifica-
tion tasks require the subject to identify an item, its condition, or value. This item is always
located in the same place, which means that no search is required. Luder and Barber's (1984)
subjects were asked specific questions about the status of a system based upon displayed infor-
mation (e.g. "Valves 2 and 6 are closed" ). They found that performance was worse when status
was color coded (e.g. green for "open,” blue for "closed,” red for "emergency") than when no color
was used. Shape coding was more effective than redundant color coding,

Color coding may not be efiective and can degrade performance if the task
requires identification but no search,

Even when performance is not improved by the use of color, there is a consistent finding that
users prefer displays that use color (Christ, 1975; Tullis, 1981; Luder & Barber, 1984). This prefer-
ence may even affect the subject's confidence when time-sharing between two tasks. Luder and
Barber (1984) found that subjects performing a tracking task and a secondary task (elther search
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or identification) were superior on the tracking task when the secondary task used a color coded
display. “Evidently, simple awareness that essential displays are redundantly color coded is
sufficient to make more processing resources available to the flying task, even at times when the
operator’s attention is not diverted away to other displays” (p. 29).

Users like color and it may improve their performance in dual-task situations.

6.3.13 CoLor Copwa Lap Surrace HeiGHTS

One of the concerns often expressed about IAP charts is their failure to adequately provide
information about terrain heights (Cox & Conner, 1987; Friend, 1988). Whether IAP charts should
provide terrain height information is outside the scope of this document. However, it may be
appropriate to briefly review some studies which have looked at how best to portray land
surface information.

Color is an effective tool for supporting figure/ground discrimination (Poulton & Edwards,
1977). In addition, it is able to specify commonality between areas located in diverse parts of a
display. For these reasons, color is a potentially useful means of specifying terrain heights.

The most common method for conveying land surface heights on topographical maps is by
means of height contour lines (Eley, 1987). Contour lines are sometimes supplemented by color-
layering, which involves shading areas of a particular height interval with a color or tint (Eley,
1987). Color-layering is assumed to support more effective visualization of surface heights.
Several stuclies have been performed by Phillips and his colleagues to assess this assumption.

Phillips, DeLuda, and Skelton (1975) had 16- to 18-year-old subjects perform two different types
of tasks using a variety of types of contour maps. The tasks varied in two respects: whether
relative or absolute height was required, and the degree to which landscape visualization was
required. Landscape visibility was assumed to be required in order to differontiate “areas of high
ground; determine visibility of specified features from a given viewpoint; locate areas of steepest
slope; match cross-section profiles; match map portions to relief models” (Eley, 1987, p. 655).
Types of maps that were used included: plain contour maps, hill-shaded contour maps, color-
layered contour maps, and digital spot-height maps. When relative height was sufficient and
visualization was required, performance on the color-layered maps was superior to the other
types of maps (also see Eley, 1987). However, judgments of absolute height using color-layered
maps were not as good, which the authors suggested might be due to difficulty in matching the
tints to the key.

Two important, general conclusions appear in this study. First, the best method for specifying
terrain heights is clearly dependent upon the nature of the task. It is not possible to say that one
method is always best. Second, the differences in performance across the different maps is
substantial. “On many of the questions the difference between the lowest and highest scores
exceeds fifty percent. In real life this means that a map reader with an appropriate map {appro-
priate for the specific task] may be fifty percent faster or fifty percent more accurate than some-
one with an inappropriate map” (Phillips, DeLucia & Skelton, 1975, p. 45).
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The superiority of contour maps over spot heights for tasks requiring only relative height judg-
ments was supported in a study by Kuchar and Hansman (1991). Pilots flew instrument ap-
proaches in a flight simulator using an approach plate presented on an electronic display. During
the approach, ATC issued a clearance that included a vector into Jow terrain. Recognition of the
terrain hazard occurred more frequently with the contour maps (78%) than with spot elevation
maps (50%). In a survey conducted after the approaches, pilots unanimously preferred the
contour maps.

Phillips (1982) compared the performance of 13- to 15-year-old subjects on two types of color-
layered maps, one type which was monochromatic and used different tints, the second which
used different colors. For relative height judgments, monochromatic layering was slightly
superior to the color maps.

Color is an effective tool for supporting map users' abilities to judge relative
heights and visualize the terrain. Monochromatic coding methods, however,
may be just as effective.

Together, these studies suggest that color-layering improves the readability of contour maps.
However, the types of tasks evaluated do not necessarily reflect the types of uses a contour map
is put to by an IAP chart user. Eley (1987) suggests that a fundamental task involved in using a
contour map is comparing the map to the viewed land surface. This task is obviously critical to
the IAP chart situation. A better understanding of the types of information needed by the IAP
chart user should be obtained before deciding how to embody land surface height information.

A better understanding of the IAP chart user's needs should be obtained before
choosing a method for embodying land surface height information.

63.14 Laaranions on CoLon Coong

In deciding whether to use color, several factors should be considered. First is the problem of
color blindness. Also, the lighting conditions in aircraft at night can affect the displayed color as
will the use of red lighting (Potash, 1977). Very low levels of illumination can wash out certain
hues while red lighting can cause some colors to disappear or make them appear to be gray.
Finally, the colors that actually appear on the display can be greatly affected by the method used
to generate those colors (Taylor, 1975, cited by Dudish & Goehler, 1988).

If the decision is made to use color, many of these problems can be handled through careful
selection of colors and by always using color redundantly with other coding schemes, such as
shape. The next section talks briefly about criteria for color selection.

i color Is used, take into consideration these prbblems of color use when |
selecting colors and always use color redundantly with other coding schemes,
such as shape.
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6.3.15 CoLors 1o Use

Currently, there is no standardization of color meanings in the cartographic environment. In fact,
there is very little agreement as to which colors to use as Table 6-1 demonstrates. This table lists
two sets of recommended color assignments. The first column presents the standardized colors
to be used on military topographic maps, as specified by the Army Field Manual 21-31 (cited by
Potash, 1977). The second column lists the colors determined by Spiker, Rogers, and Cicinelli
(1986) to be most appropriate for computer-generated topographic maps intended for low level
and nap-of-the-earth flight. Clearly, there is little consistency between them.

Although specific color recommendations cannot be made, it is possible to provide some guid-
ance on color selection. Because color selection is a very complicated process, only the more
important factors will be ~ddressed.

Army Spiker et al.
Black Cultural or manmade Contour lines
elements
Blue Water Open water
Creen Vegetation Railway lines, obstacles
Brown Reliet features such as
contours
Red Roads, built up areas, and  Enemy point symbols and
special features. tactical overlay
White Friendly point symbols and
tactical overlay
Yellow Cultural features, bridges
Magenta Citles, aeronautical data
Pink Roads
Cyan Streams
Aqua : Forested tercain
Grey | - Non-foresteu terraln

Table 6-1. Two examples of recommended colors for topographic maps.
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Color blindness in males is a serious concern that must be considered in selecting colors. Table 6-
2 lists nine colors that Van Cott and Kinkade (1972) suggest can be recognized by both color-
sighted and color-blind people.

Red Gray
Orange Buff
Yellow White
Blue Black
Purple

Table 6-2. Colors that can be used by color-blind users
(from Van Cott & Kinkade, 1972).

Theissue of red light in the cockpit is a second important concern. Its impact on color selection in
the past is described by Taylor and Hopkin (1975). “Map colors have been restricted to the short
wavelengths (purples, blues and greens) and to colors with large grey/black components. These
do not disappear against white backgrounds under red light, as do reds, oranges and yellows,
butappear as shades of grey as the map assumes a monochromatic appearance” (p. 202). Clearly,
color selection is heavily restricted by the need to consider red light use. Taylor and Hopkin
argue, however, that red light use is rapidly diminishing and should not influence color selection
for chasts.

Color selection is also hindered by interactions between colors. Perceived color is affected by
brightness: a gray area positioned on a dark background appears lighter than the same gray area
ona light background (Potash, 1977). Complementary or near complementary colors located
near each other enhance the perceived intensity of both colors. Very small areas of color suffer a
loss of brightness and saturation while opposite effects occur with large areas. For example,
colors with a similar hue, such as blue and green, may be indistinguishable (Wood, 1968). This
can also occur under high ambient light levels (ARP 4032),

Overlaying colors may alter the hue of the original colors. For example, using layer tints on top of
shaded relief can cause both colors to appear darker than if each color were presented against a
white backgrownd (Potash, 1977).

Finally, it is important to consider possible differences in apparent line width and brightness that
can occur when color is applied, Adjustments may have to be made to compensate forcertain -~
colors appearing brighter or producing a wider line. ' :

When selecting colors, take into account the range of amblent ilumination
tavels that will ocour, the imitations of the system used te generate the colors,
| the sizes of the areas to which the cotors will be applied, and unexpacted
effects due to presenting combinations of colors.
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Several studies have evaluated the effect of color on legibility of text. Table 6-3 shows the color
combinations recommended by Bruce and Foster (1982). The first column lists the color used for
presenting the text. The second and third columns list background colors that can be used with
the text color listed in the first cohumnn or should be avoided as a background color. Colors in
parentheses are less desirable choices. Pastoor (1990) takes a very different approach. He con-
cludes that “any desaturated color combination appears to be satisfactory for text presentation”
(p. 157). Travis, Bowles, Seton, and Peppe (1990) concur with Pastoor, adding the caveat that the
color combination must maintain a luminance contrast modulation of 50%.

Character Color Colors to Avoid Colors to Use

White Yellow Magenta, red, green, blue
Yellow White, cyan Blue, (red), (magenta)

Cyan Green, yellow Blue, (white), red

Green Cyan, blue Yellow, white, (red), (magenta)
Magenia Red Blue, white, (cyan), (green)
Red Magenta White, yellow, cyan, green
Blue White, (yellow), (cyan), (green)

Table 6-3. Bruce and Foster's (1982) recommendations on text/background
color combinations.

Colored text legibility can also be improved through the use of a method called haloing (Weide-
mann, 1992), Outlining colored text witi black helps the text to better stand out and improve
readability.

ARP 4032 recommends six colors for use in the cockpit environment: white, red, green, yellow
(or amber), magenta (or purple), and cyan {or aqua). Black, gray, brown, and blue are recom-
mended as background colors. Also recommended is the use of red and yellow (or amber) only
a5 warning or caution signals,

Choice of a color coding scheme should also take into account the color schemes used by other
displays in advanced automation cockpits, such as the horizontal situation indicator. Table 6-4
Lists two calor toding schemes recommended in Advisory Circular 25-11. These color recommen-
dations are based upon two coding methods currently used in airline displays. The advantage of
following one of these methods is twofold: Consistency will help the user leamn and remember
thescheme, and wili help to prevent confusion when comparing inforntation across displays.
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Wamings Red
Flight envelope and system limits  Red

Cautions, abnormal sources Amber/Yellow
Earth Tan/Brown
Scales and associated figures White
Engaged modes Green
Sky Cyan/Blue
ILS deviation pointer Magenta
Flight director bar Magenta/Green

Color Set 1 Color Set 2
Fixed reference symbols White Yellow*
Current data, values White Green
Armed modes White Cyan
Selected data, values Green Cyan
Selected heading Magenta** Cyan
Active routeflight plan Magenta White

* *The extensive use of the color yellow for other than caution/abnomal information Is
discouraged” (AC 25-11, 1987, p. 11).

** “4n color set 1, magenta is iritended to be associated with those analog parameters that -

constitute ‘fly to’ or ‘keep centered’ type of information (AC 25-11, 1987, p. 11)..

Precipitation and tubulence color codes:
~ Prec, ation O-tmmMr Black
: 1 -4mmiy . Green -
-4 - 12 mmhr  Amber/Yellow -
12-50mmhfr - Red-
- Above SOmmitw . Magenta
Tmbulenoe : Whiteorw‘zagema
Background color ~ Background color may be used to enhance display

{gray or other shade) présentation

Table 64. Advisory Clrcular 25-11 color coding schemes. .

Any colorcoding schieme should beeva!uated to assess the potential for confusion ormtsmﬂer '
s!andmgdue to mmmxslemy with existing color coding schenes. -

~ JUse a color coding scheme that ls consistent with other displays in the cockpit.| - "
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832 Size Coding

A second approach for coding category membership is by means of size. Using a search task,
Williams (1967) varied the size of symbols from approximately 0.8 degrees to 2.8 degrees in
visual extent. Size was mose effective than shape but less effective than color. He also found that
size coding was most effective for the largest targets. Eye movement patterns showed that there
was a tendency to look at targets that were similar to the target size, suggesting that peripheral
vision was able to discriminate on the basis of size, at least to some extent.

Size coding has been shown to be especially effective as a tool for coding hierarchical differences
in names. Bartz (1970) found that search was faster when the subject knew _... 12e of the target
on maps using a number of sizes. If the size of the target was not known, the single size map
produced faster performance. Shortridge (1979) investigated differences in letter sizes that
should be used to ensure that the user can easily distinguish size categories. She found that a size
difference of 34% or greater between two letter sizes resulted in at least 85% correct performance.
Ten point type is approximately 34% larger than 7.5 point type. Size differences of 17 to 22
percent are only partially discriminable while size differences of less than 15% (e.g. 7.5 point
versus 8.5 point) were not distinguishable. She concluded that “The cartographer may safely use
any combination of sizes that represents a 2 to 2.5 point size difference or approximately a .020
inch increment when working within the range of sizes used in this experiment (5.5 point to 15
point lettering or .041 to .131 inch in capital letter height). The larger differences are especially
important when names are placed over textured backgrounds (e.g, the dot patterns representing
bodies of water)" (p. 20).

6.33 Shape Coding

When compared with color and size coding, shape coding is the least effective (e.g. Williams,
1967). However, in the JAP chart situation, shape coding s still necessary and should always be
used redundantly if other coding methods are employed.

Shape lsa necessary codmg method In the IAP chan situation and sthd]

arways be usad redundantly uf other coding methods are employed. P

Thisprin: sle applies even though theve is conflicting evidence as to the value of redundant
coding. Some researchers {e.g. Eriksen, 1953; De Brailes, cited by Forvest & Castner, 1985) have
found that redundant coding improves search performance. Based upon these studies, Robinson
and Sales (1969) conclude that “The visual variables are additive in that if two marks are varied
in two ways (e, in both shape and size), the contrast between them will be greater than if only
one variable had been modulated. Variation of cnly one variable may be sufficient to achieve the
needed contrast if the mark is simple, but the more complex the mark, the larger the number of
elements that must be varied to ebtain contrast” (Robinson & Sales, 1969, p. 285).

Other researchers, however, conclude that the user will attend to only one dimension. “When
multiple infornation about a target is known, one stimulus dimension is generally used, with the
remaining information bemg discarded during acquisition” (Williams, 1971, p. 33). The relative
merils of redundancy remains an open issue, the exception being that shape coding should
always be used in combination with color coding.
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64 INFORMATION BOUNDING TOOLS

Information highlighting and information coding share the objective of reducing the number of
items that must be fixated before the target information is located. Information bounding tools
offer a different approach to supporting peripheral vision by using graphic tools to guide the
eye's movement through space. These tools can be used in an almost infinite number of ways.
This section looks at methods relating to three objectives:

¢ Reducing the amount of space to be searched;
¢ Information bounding and the use of columns;

¢ Reducing inter-item interference.

8.4.1 Reducing the Amount of Space To Be Searched

Finding a specific information element, such as a name, can be a time-consuming process.
Phillips, Noyes, and Audley (1978; also see Phillips & Noyes, 1977) suggest that one way of
reducing search time for names is to restrict the amount of space that must be searched. For
example, the size of ihe grid system used on street maps is a critical factor in that the larger the
section, the greater the candidate space in which a street name is located. Search can be greatly
improved by providing a system that allows the chart user to quickly find the target space,
which should be sufficiently small to require search of only a few potential targets.

It is not the amount of space that must be searched which slows the process, but, rather, the
number of items that could potentially be the target (e.g. Lloyd, 1988). “First, the dominant effect
on search time is the number of elements to be searched. It matters relatively little it the elements
are closely spaced, requiring little scanning, or are widely dispersed. The increased scanning that
is required with wide dispersal does increase search time slightly. However, the high density of
nontarget elements when the items are closely spaced also has a small retarding influence on
search. Thus the two factors, scanning and visual clutter, essentially trade off with each other as
target dispersion is varied” (Wickens, 1984, cited by Lloyd, 1988, pp. 370, 372).

- The user needs support in identifying that part of the chart likely to contain the target item,
especially if the user is dealing with an unfamiliar geographical location. A simple organizational
structure that helps the user to orlent and develop expectations as to where chart information
elements are located in actual geographical space could contribute considerabiy to improving the
search process. This structure must then be complemented by controlling the density of symbols
inany one part of the chart (Phillips & Noyes, 1982).

Providing an organizational structure to help the chart user orlent, combined
with contral over the density ¢f symbols in any one part of the chart, will .
contribute to efficient visual search.
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6.42 information Bounding and the Use of Columns

A large proportion of the guidance information in this Handbook has addressed the question of
how to support visual search through the plan section of the chart. The topographic format is
only one of a variety of formats used on a chart (see Section 5.2). Search for alphanumeric infor-
mation in non-topographical layouts is just as common.

Searching for one particular text element positioned within a cluster of elements can be a time-
consuming process which is also prone to error. A number of studies have been performed using
the types of screens likely to be found in the office environment (see Tullis, 1988, for a review).
The outcome of many of these studies suggests that columns are a very effective too! for reduc-
ing screen complexity and clutter. This section describes the application of columns to IAP
charts.

Pulat and Nwankwo (1987) investigated the complexity of screens for displaying database
records. They found that the time required by subjects to copy a database record from the screen
onto a piece of paper, not surprisingly, depended upon the complexity of the record layout. Of
interest, though, was their finding that complexity was a function of the extent to which the
layout deviated from a column arrangement. Tullis {1981) also showed that the column arrange-
ment improved performance, as measured by rate of data entry.

The benefits of columns arise from their simplicity and the predictability of space layout they
offer. This benefit apparently is greatest for vertical formats, Parkinson, Sisson, and Snowberry
(1985) found that search times were fastest for words arranged in columns rather than rows,
even though adjacent columns had more space between them than the rows. Apparently, the eye
is better able to scan vertically than laterally.

Search performance appears to be faster for items arranged in columns rather
~ |than rows,

These findings are consistent with the results of a study Ly Multer, Warner, Disario, and Huntley
{1991) which looked at search times for radio frequencies. Three layouts that were used re-

sembled charts produced by NOAA, Jeppesen Sanderson, Inc, and the Canadian Department of -
Energy, Mines and Resources. The fourth layout presented the radio frequencles in a two- _
colurmn layout, Pasts of these layouts are shown in Figure 6-1. The two-column layout produced -
faster searches than the NOS and Jeppesen charts but comparable performance to the Canadian -
layout. Especially interesting is the superiority of the colunu format over the Jeppesen layout.
The only difference between the two is the strong vertical boundary provided by placing the .
radio frequencies in their own columin, Apparently, the eye is able to use the boundary provided
by consistent left justification of the fraquencies to great effect, even though the distance between
the radio frequency name and the frequency itself has increased. o

There is also evidence to suggest that the size of the columns used afficts search performance,
Tullis (1984, cited by Tullis, 1988) found that the time needed to find a target item was deter-
mined by two factors, the number of groups of characters that had to be scarched and the size of
the group. Search time increased as the number of groups increased and also as the number of
items per group increased. In addition, the optinul size of the group appears to be no larger than
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ISLIP APP CON ISLIP APP CON 1205 367.2

120.5 367.2 ISLIP TOWER 119.3 233.2
iSLIP TOWER GND CON 121.7
119.3 233.2 CULNC DEL. 121,85
GND CON ATIS 128.45
1217 RADIO 1226
CLNC DEL CTAF 119.3
121.8%
ATIS
128.45
RADIO
122.6
CTAF
119.3

(a) NOS layout. (b) Jeppesen layout.

ISLIPAPPCON | ISLIPTOWER | GNDCON | CLNCDEL | ATIS RADIO | CTAF
120.5 367.2 119.3 233.2 121.7 121.85 12845 | 1226 1193

(c) Canadic. Department of Energy, Mines and Resources layout.

ISLIPAPPCON 1205 367.2
ISLIP TOWER 1193 233.2

GND CON 121.7
CLNGC DEL 121.85
ATIS 12845
RADIO 1228

CTAF 1193

(d) Multer, Warner, Disario and Huntley layout.

- Figuse 8-1. Four altemative radio frequency layouts (lrom Multer et al,, 1991).
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five degrees. “These results indicate that some aspect of the user's processing of the screen
changes when the average size of the groups gets larger than 5 degrees. It appears that a screen
with groups no larger than 5 degrees can be scanned more efficiently than one with larger
groups” (Tullis, 1988, p. 389). The five-degree figure appears to define the size of a group that can
be fixated as a whole, without the need for scanning. Once the group size surpasses the five-
degree figure, multiple fixations are required, and visual search time increases accordingly.

Column sizes of five degrees or less appear to support the most effective
search.

The Multer et al. (1991) study is interesting in that it demonstrated similar search performance
when information was presented in columns as in separate boxes. It would appear that the use of
white space to clearly separate individual information elements or element clusters is the com-
mon factor. This hypothesis is supported by studies which have shown that the use of graphic
lines for defining information spaces does not impact performance. For example, Thacker and
Babu (1988) compared search times for items located in tables that differed only as to whether
graphic lines separated the rows. No difference in performance occurred. Whether this finding
hclds up when the table is positioned within a very dense background, such as on an IAP chart,
is unknown. Consequently, it seems premature to discard the graphic lines.

Graphic boundaries don't appear to affect performance either positively or
negatively. &t may be premature to discard the graphic lines, however.

A familiar form of a column arrangement is the table. Tables are used on current NOS charts and
the question arises as to how information bounding tools might be used to support more efficient
access to the information stored in a table. Emurian and Seborg (1990) measured the time taken
for subjects to detect a target located within a table. Six types of tables were used. Two of the
tables varied the spacing between the columns, two varied the spacing between rows, and the
final two looked at spacing variations for diagonal tables, Their results clearly showed that tight
spacing produced the best performance, except for the diagonal tables. This result is interesting
because it contradicts the assumption that tightly packed tables might suffer from interference

- - dueto neighboring items.

it wouid appear that search for information stored in tables Is not alded by
increasing the spacing between table elements.

6.43 Reducing Interdte interference

One of the more important uses of white space is as a means of reducing interference beiween
neighboring information elements. When fixating an item, the visual system will automatically
process neighboring information as well. This process has two consequences. First, studies have
shown that heavy processing demands in the foveal part of the visual field reduce the extent of
pesipheral vision available (Erickson, 1964; Mackwarth, 1965; Williams, 1982), This means that
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peripheral vision will play less of a role in helping to guide foveal vision and search will be less
guided, leading potentially to unnecessary fixations.

In addition, automatic processing of neighboring items slows the processing of the target item.
Dobson (1980a, b) performed two studies which showed that information that is visually similar
fo the target information, even though it is known to be irrelevant to the task, impacts the speed
and accuracy of performance, when it is located either vertically or horizontally with respect to
the target information. A number of other studies (e.g. Eriksen & Eriksen, 1974; Harms & Bun-

-desen, 1983) provided similar results. Eriksen and Hoffman (1972) argue that increased proxim-
ity of irrelevant information to target information requires more precise focusing, thus increasing
the effort that must be expended by the visual system. The severity of the performance degrada-
tion appears to decrease as the distance between target and neighboring items increases (Kahne-
man & Chajezyk, 1983).

A study of label search on maps, by Noyes (1980), confirms these results. Irrelevant names,
located either vertically or horizontally close to the target name, inhibited search performarce.
This was especially the case when the target name was horizontally located but close to a vertical
name sharing the same first letter.

Place names in an open area, away from all other names. This is especially
important when the names share the same first letter.

Interference can also occur between the label and its symbol. Phillips, Noyes, and Audley (1978)
found that aligning the label either horizontally or vertically reduced the label's legibility. These
results suggest that labels should be positioned slightly above or below, or to the left or right of,
the symbol rather than along the same horizontal or vertical axis.

Position labels either slightly above or slightly below, or to the left or right of,
thelr corresponding symbols so as to avold placing the labetl along the same
horizontal or vertical axis as its symbol.

Also, make sure that the amount of spacing is appropriate for the size of the label and symbol,
including ascenders and descenders if a vertical orientation is used.

'fhe aniount of spaca between the symbaol and the label depehds upon the
sizes of the type and symbol. The larger the type and symbo!, the greater the
distance that should be used between them.

645 mfonmation Density Measures

- Information bounding tools are intended to help reduce the density of information presented in a
given location. Tullis (1983; also see Sarin & Ram, 1988) argues that two types of density must be

- considered: Overall density, which measures the percentage of character spaces used ona

- screen, and local density, the number of character spaces filled near each character. A variety of
reconunendations as to upper limits on overall information density have been suggested, rang-
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ing from 15% to as high as 60% (Tullis, 1988). The value of these estimates is not clear. For ex-
ample, in a study of screen density for instructional software, Morrison et al. (1989) found that
subjects preferred high density screens because these screens provided the information necessary
to understand the ideas being presented. It is very likely that a similar phenomenon will be
found with IAP charts in that users may prefer to cope with one very dense page or screen,
rather than multiple pages or screens. Consequently, the value of information density measures
must be questioned, at least until they are able to take into account such factors as coherence of
information presented.

Local density measures have suffered from their own set of problems. The study by Emurian
and Seborg (1990), which demonstrated that search was faster for the denser tables contradicts
what might be expected based upon local density measures. In fact, there is some evidence that
local density may follow a U-shaped function (Tullis, 1983), but it remains for these functions to
be clearly specified. Until a better understanding of user performance is obtained, density mea-
sures are likely to be of little use. It may be more effective to rely on such qualitative characteris-
tics as grouping (the use of well-defined perceptual/conceptual groups) and layout complexity
(the use of predictable visual structures) (Tullis, 1983).

6.5 SUMMARY

Chapter 5 provided guidance on how to ensure that each information element presented on a
chart was sufficiently legible. In effect, the main objective was to emphasize the distinctiveness
and discriminability of each element. The current chapter suggested methods for emphasizing
relationships between elements, by means of such processes as similarity and grouping. Together,
these chapters describe how to achieve the joint goals of element separability and interrelated-
ness that were initially described in Chapter 5.

Chapters 5 through 7 provide enough information to develop a complete IAP chart. Chapter 8
offers some tools for evaluating the overall effectiveness of the resulting chart, Once the indi-
vidual elements have been designed and positioned, a final look at the chart will ensure that all
of the elements work together to provide a coherent, integrated chart,
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7. EVALUATING THE USE
OF THE DESIGN TOOLS

7.1 OVERVIEW OF CHAPTER7

Chapters 4 through 6 reviewed a variety of tools that may be of value in designing IAP charts.
The review began by looking at tools for organizing the overall visual structure of the chart. Two
chapters then followed that addressed the specifics of designing individual information ele-
ments, such as alphanumeric characters and symbols. This chapter, in a sense, completes the
circle by returning to the chart as a whole. The tools described in this chapter are being treated in
a slightly different way, however.

The principles that have been described in the previous chapters reflect a combinatici of re-

- search-based recommendations and good graphic design practice. Using these principles to their
best advantage should result in a chart that is, at the very least, usable (and hopefully more than
that). There are, however, obvious limitations as to how much Qexibility is available to the chart
designer in utilizing these recommendations. IAP charts are subject to a number of constraints,
including limitations of space and requirements for accurate portrayal of geographic informa-
tion.

This chapter reviews several important design objectives that pertain to all types of designed

material. However, these objectives are treated here in a slightly different manner. Because the

chart designer has so many objectives to consider, suggesting additional ones only serves to

complicate matters. Consequently, the recommendations presented in this chapter are suggested

- asevaluative principles that should be used for final tnﬂcering’ with the design ratherthanas -
~ initial daﬁgn objectives. -~ -

- These ¢valuative principles seflect requirements for the appearance of the chart as a whole, the
~ need to present a chart with all of the information elements working together to providea
- coherent structure reflective of the organizational logic of the chart. This need for unity between
elements is complicated by the basic difficulty that, although each information element is de-
- signed individually, its impact is a function of how it influences, and is influenced by, all of the
- other information elements (Robinson, 1952). It is crucial that the elements work together asa
- systemutic and integrated v: hole. Even if careful attention has been paid to how each information

‘element has been embodied, thereisstillamedtolookatmecompleted\art.‘l‘hedwgntoobm. e

 this chagter will aid in this process.

" One gerral comment shoul! be made about the tools described in this chapter. The guidance

~ information presented to this point concerning the various design tools has been based upon a
- combination of experimental data and accepted design practice. In snany respects, the guidance
_ inthis chapter is even more “squishy” than what has been presented to this point. The informa-

 tionn this chapler is abstract at best difficultto describe, not yet experimentally evaluated, but -



must be addressed because of its intuitive importance. Robinson (1952) describes the value of
these principles when he writes that the overall visual structure of a chart “is a complicated
combination of the application of the principles of overall shape, balance, proportion, and unity.
These general principles, difficult to define and poorly understood scientifically, enter into every
visual combination. ... Many of the principles have been derived by empirical [ie. experiential]
methods through many centuries of work by artists and designers. So far as is known the prin-
ciples have not been tested in specific application except insofar as their persistence against
competition may be considered testing. Until such time as logic and objective research concern-
ing the relative efficiency of the various possibilities is undertaken, the cartographer can but rely
on the experience and direction of the artist” (p. 70). Although written some 40 years ago,
Robinson's observations remain true today as an important assessment of these abstract but
important principles.

To aid in the final look at the overall appearance of a chart, three evaluative tools are described in
this chapter:

* Visual balance
¢ Information density

» Figure/ground and contrast

7.2 VISUAL BALANCE

Visual balance refers to the layout of information elements and their contribution to the overall
equilibrium of the chart. “Every layout requires stable equilibrium or balance. The masses must
be so weighed against one another that they appear to have settled in the positions they occupy—
to belong there in other words. No unit of design should convey to the eye of the reader the idea
that it is struggling to go somewhere else in the layout, nor should the layout look as if it were
tipping over” (De Lopatecki, cited by Rabinson, 1952, p. 71). A well-balanced map helps the map
reader to attend to the important parts of the map and does not encourage the eye to focus on
any one part to the exclusion of other, equally inportant parts. An unbalanced map, in contrast,
can cause the eye to focus repeatedly on one part, making it difficult for the eye to move flexibly
through the chart. ‘

Balance is achieved when elements are appropriately placed with respect to the visual center of
the chart. Elements must be positioned so as to be visually symmetrical along the left-right and
top-bottom axes. This symmetiy is achieved by ensuring that the visual elements along each axis
match in terms of their visual vseight. The metaphor of a teetcr-totter is typically used to explain
the concept of halance (see Figure 7-1), If the total visual weight on one side of the page is greater
than the other side, the chart will be unbalased.

The visual focal point of a page is approximately 5% above its actual center. Around this visual
center are placed the individual information elements of the chart. Although balance is an
important objective of graphic design, there are no simple rules for achieving it. Visual weight is
not a function of element size alone. Instead, it is influenced by a variety of factors, including an
element’s location, value, brilliance, and contrast (see Table 7-1). Because so many factors are
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Figure 7-1. The “eeter-totter" metaphor of visual balance.

involved, balance must be achieved on the basis of the designer's own judgment, which is
complicated by the constraints of limited chart space and the need for geographical accuracy

Blocks of text must also be assessed as to how they affect the overall balance of the chart, The

~ amwount of spacing between characters, words, and lines contributes to the overall “color” of the

texi (West, 1990). Increased spacing produces a lighter text color. Consequently, it is possible to

use subtle variations in spacing to achieve the desired text “color” which will contribute to the
overall balance of the chart.

The chart should be balanced along both the vertical and horizontal axes.

- 7.3 - INFORMATION DENSITY

- One of the biggest concerns of the chart designer is the problem of information density and the
~ accompanying issue of clutter. Since the amount of information that must be presented ona chart
- isnot under the designer's control, the only solution is to find ways of presenting that informa-
~ tion in the most manageable way possible. Chapters 5 and?reviewed anumber of me,ﬂ\ods for.
helping the chart user to visually organize the chart.

© Inasense, information density and clutter are issues relating to the “horizontal” layout of the
- chart, the ability of the user to identify the various pieces that comprise the chart as a whole. This
view is compatible with Castner and Eastman's (1985; also see Eastman, 19853, b) approachto

o “the issue of complexity. For them, complexity relates to the ability of the chart user to construct a

. “cognitive model” arimage of the chart that adequately reflects the structure of the chart and its

" Muchof the guidance information provided in Chapters 4 and 6 attemptstodeal withthe
- poblemof information density and clutter. At this stage in the design process it remalns forthe. .+




Etfect &t location:
 Elements near the center have less weight than those farther away from the center.
« Objects in the upper part are heavier than objects in the lower part.
« Objects on the right appear heavier than objects on the left.
« [solated objects appear heavier than surrounded objects.

« Avizually heavy shape near the fulcrum is balanced by a visually lighter but larger body
farther from the balance point.

Effect of size:
« Large objects appear heavier than small.
Color and Brightness:
« Red objects appear heavier than blue objects.
» Bright objects appear heavier than dark objects.
« White objects appear heavier than black objects.
» Objects that attract the eye (due to amunt of detall or uniqueness) appear heavier
than non-atttracting cbjects.
» Regularly shaped objects appear heavier than imegularly shaped objects.
« Dbjects of compact shape appear heavier than non-compact objects.
« Squares are heavier than clreles.

Tablg 7-1. Principles of balance (adapted from Arnhelm, 1974).

- chart desigmer to review the design and evaluate the extent to which the chart is laki out in
accovdance with the original organizational logic. In effect, this means checking that appropriate -
elements group with each other, and not with inappropriate elements, and that white spacing
has been used throughout the chart to embody variations in the hierarchical structure to which

- theelements belong, Finally, atmeanscheckmgmeovemﬂdunforareasthatappeartobe '
' espedaﬂydmw'ed or“busy o A
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+...JS charts use a variety of tools for visually structuring information elements into meaningful
clusters or groups (see Figure 7-2). At the highest level, boxes are used as bounding tools, in
combination with a consistent location, to define predictable sections of the chart. Within each
section, grouping tools are used in accordance with the graphic format (topographical layout,
graphic layout, tabular format, textual format) used. For the plan and airport sketch sections,
symbols are used to group information elements of the same type (e.g. obstacles versus VOR-
TAGs). Pointing and “leading” are also used in order to direct the eye towards related informa-
tion elements (the final approach and the various markers). Finally, the requirement for geo-
graphical accuracy serves to determine where landmark information elements are to be placed.

The tabular format in the profile and airport sketches demonstrates the use of lines to bound
information elements. These bounding lines define botk the limits of the table and the cells
within the table. The hierarchical nature of the table supports a visual structure that enables
appropriate grouping of related information elements within the table. To differentiate between
the two sets of landing minimums presented within the table, size coding has been used, with
the more commonly used information presented using the large type size.

Firally, a graphic layout is used to structure the profile view. Each critical segment is defined
through the use of vertical dashed lines which also aid in relating navigation fixes to the appro-
priate segment.

The substantial amount of information presented on an IAP chart requires the strategic use of
those tools which will support perceptual grouping of related information. In evaluating the
success of a chart design, the clarity of the grouping procedures which have been used should be
carefully evaluated.

Ensure that the chart adequately conveys grouping relationships that produce
meaningful clusters of information on the chart. Also make sure that white
spacing is used throughout the chart to appropriately specity hierarchical
relationehips. Finally, check for areas that are oo cluttered.

7.4 FIGURE/GROUND AND CONTRAST

Figure/ground manipulation by means of contrast serves two uses in chart design. First, it can
be used to ensure that important information, in effect, pops out from a more neutral back-
ground, In addition, variations in the “strength” of figure/ground relations, by means of varia-
ticns in contrast, can be used to order information elements that belong to different visual layers
but must be located close to each other on the chart {see Chapter 5).

During the final review of the chart design, both aspedis of figure/ground must be assessed.
Firs}, it is important to ensure that all information eloments possess sufficient contrast to be easily
discriminated from the background and other information elements.

Ensure that all information elements possess sulficient contrast to support ez‘*.sy!
discrimination tiom background and neighboring elements.
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Given that all information elements are sufficiently legible. the next step is to check that varia-
tions in contrast between elements (especially those located near, or on top of each other) reflect
the organizational logic used to design the chart. Chapter 5 described the method of layering and
how it can be used to specify variations in hierarchical level corresponding to the chart logic. If
the layering approach has been used, its effectiveness in adequately representing hierarchical
differences visually must be determined. It is especially important to make sure that symbols and
letters are the most visually dominant elements on the chart (Dent, 1972).

Ensure that variations in contrast between elements are sufficient to be
detectable and are accurate in reflecting hierarchical differences among those
elements.

The designer should check that each information element has its own continuous contour that
clearly differentiates it from the background and all other elements (Wood, 1968). If two elements
share the same contour, figure/ground instability may occur. Also be sure that, if layers are
superimposed, there are no uniexpected masking effects due to similarity, proximity, continuity,
or grouping across layers. :

Check that every information \eiement has its own continuous contour and that
no masking due to siilarity, continulty, or grouping has occurred acrass layers.

Finally, and perhapo most important of all, the designer should make sure that the various
design tools are used consistently and rot at CrOSS-purpases with each other. Otherwise, visual
contradictions can occur that might confuse the user,

Check thagﬁ the déslgn tools have been us.edr consistently.

75 AFINAL WORD ON USING THE TOOL BOX

The concept of a tool box has been offered as a way of compensating for th: lack of specific
guidelizwes onhow to design a perceptually usable IAP chiart. Istherent in this approach s the
objective of identifying the variety of tools that can be used and providing some guidance on
how best to use them. Rt is then a‘emdumm@awmmm@mm@mm
- how to apply it toa specificchat.

- Although the goal of this Handbook °s tu provide enlightenment and suggest:ons for some
potentially new ways of designing charts, it is also possible to come away w it a sense of frusira-
ﬁonatuwmmp!mtydﬁmmndwgnmc&memnmybemmmmmmng
that this frusiration is shared by others. For example, the respected catographer, George Jenks
suggests a relationship between chart design aad a w. wan called Pandora: “...¥ would remind
you of thesrythical woman, Pandora. When we staried on this search we thought that pieces of
the map reading puzzle might fal! into place uite readily. Instend the ills, woes, and troubles of

uwwmwog@ymwemwmwmmww nupsmlonger&x.m

137



_simple. Ancillary information, ofter: placed in the periphery of a map, seems to distract the

" reader and apparently distorts the message of the map. Symbolization practices such as the use
of an irfinite number of proportional circles instead of a classed set seem to waste the designer's
2nd reader’s time. The location of titles, legends, and map scales no longer seems to be just a
matter of balance but becomes of major importance in directing the map reading task. These are
but a fewr of the dogmas of thematic map design that seem to be threatened as we continue to
explore the unknown areas of map communication” (Jenks, 1973, cited by Steinke, 1987, p. 57).
What would appear to be simple grows in complexity as awareness of the number and impor-

* tarce of variables grows.

When coping with complex issues, it is rot uncemmon to assume that all of the problems and
confusions will disappear with additional research. As Jenks' quote suggests, however, the
solution is not that simple. Although research has provided us with glimpses as to how charts
should be designed, the complaint can be made that we have ot learned very much as a result
of a good deal of time and effort. There are at least three reasons that explain why this is the case.
First, the number of variables that must be tested, both alone and in combination, is enormous.
This chapter began with the observation that each information element impacts, and is impacted
by, every other information element. Consequently, small gains in understanding will come
slowly.

In addition, the effects on performance of these variables is likely to be small and we may not
have sufficiently sensitive tools for measuring their effect on performance. As a result, we may be
unable to achieve an adequate view of how these variables impact chart use. However, even
though their impact is small, this does not mean that they can be ignored. Each variable, alone,
may make only a small difference but, together, their effect on performance could be substantial.
Unfortunately, we don't know how.

These concerns are not constrained to chart design. Typographers (Macdonald-Ross & Waller,
1975) and instructional software user-interface designers (Grabinger, 1989) have expressed
similar feelings. For example, Grabinger argues that screen design manipulatious are relatively -
minor, as compared to other aspects of the instructional setting, vet researchers are surprised
when large influences on performance are not found. His conclusion is reetaphoric but appropri-
ate: “We have broken the 4:00 minute mile. The improvements now come not in whole seconds,
but in tenths of a second. We must design our research in such a way. We must look for the little
things that make a difference in hopes that when we put a lot of little things together we will
bump another tenth of a second off the clock” (p. 182). The same logic appears to be appropriate
for chart research as well. '

Also, it may be necessary to consider alternative ways of doing research. Traditionally, research-
ers look at the effects of one or a few variables on performance. Painstaking control of each
variable, it is argued, aliows greater understanding of the effect of that variable on performance.
It may be useful, however, 1o ~omplement this micro approach with a awlar approach that
involves developing aliernative versions of a chart and evaluating them as a whole. Although
this holistic approach will probably not contribute to the identification of specific guidelines for

designing various t;pes of information elements, it rnay provide a more efficient way of pmduc-
ing usable charts.




Finally, it is important to remember that chart reading is a cognitive task as well as a perceptual
one. This Handbook has attempted to address the range of perceptual issues that influence chart
reading, It has not, however, lookad at the cognitive aspects. This is a gap that clearly needs to be
addressed. Treating perceptuz! functioning as separate from cognitive functioning is a question-
able activity in that there is hard no boundary that clearly separates the two activities.

Take, for example, the process of visual search. A large proportion of the words written in this
Handbook attempt to describe how LAP charts can be designed to better support the search
process. Unfortunately, visual search is heavily influenced by the chart user's expectaiions and
familiarity with charts, as weil as his/her experience with the geographical location represented
in the chart. It is all well and good to talk about how to support perceptual grouping and dis-
criminability of symbols but to say sumething truly meaningful means considering how the user
makes sense of the spatial arrangement of symbols and the locational meaning implied in them
(Guelke, 1979). Petchenik (1977) shares the concern that cognitive aspects of chart use must be
considered: “While cartographic researchers have concentrated on the perception of individual
map symbols or on limited comparisons among symbols, the problem of map reading extends
far beyond such concerns. But the notion of map reading itself has not yet received as much
attention as it should have. The real problem is this: How does a map user develop internal,
personal knowledge of relations among things in space on the basis of viewing a sheet of paper
covered with ink marks? How, in commion language, does ore read-a map?” (p. 118).

Clearly, it is important to address the “cognitive” issues of chart use, such as how users make
sense of charts, how they match chart inforraticn to the information they see outside the cockpit
window, and how the navigation pracess works. Even a little understznding of how: the user
cognitively utilizes a chart is likely to have a substanual xmpac.\ on chart desigm mcludmg theso-
called perceptual aspects.

It is hoped that the design information offered in this Handbook will prove to be of value in

improving chart design, even though it certainly will not be the Iast word on how to design IAP

charis. But given the limitations in cur: mlde.rstandmg of the chart vser, one final recommenda-
ﬁm\should always be kept in mind: N

Eau\ cﬁart design u!hmate!y shsutd be expenmentally tested to detmmine its
real eifectiveness it supporting perceptual interaction wi;h it by the user.
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8. THE DESIGN PRINCIPLES

2. DISPLAY IMAGE QUALITY

2.5
254

Spatial Vislon
Resowumon (Parex, CRT, LCD)

Resolution on CRT or LCD screens should be as high as achievable for
electronic media up the standard used for paper. For the unaided observer, the
critical test is whether the sizes of alphanumeric characters and symbols that

~are actually used is sufficient to compansate for the iower rasolution level

available for the salected displays. For paper, an effactive resolution of 300 dpi
ipnintquamy.of 600 dpi) has prover to be acceptabla.

- Lusmunce (CRT, LCD)

- Manual controls, sither in conjunction with or independent of automatic controls,

shiculd be made available to the user to vary mean screen luminance. The

.. appropriate screen luminance range will be dependent upon the contiast ratio

and size of displaved symbology, hence a minmum value cannot be speciiied.
Howaever, a range of 0.1 to 200 fL has been suggested. For the unaided

‘observer, the range of avallable luminance levels should Ly sufficlent tu handle
< the range of amblent lighting conditions likely to be found in-tha cockpit

- .anvironment. Sufficlent luminance and/or chromatic differenca should always
beavallable o suppon dscﬁm&iaﬁon beMean & eymbals. characters, and
bﬁ.ﬂkﬂfm :- A

um»m Cmnm a0 Boumm ’»’mao (Pwen, CR’I‘, L(.i))

| For cm's and LCDs, a mmlmw mnﬂnance wntrast ratio of 20:1 for direct

" viewlng and 10:1 for 2!l other viewing situations is desirably, For segmented”

displays, the contrast ratio should be 2:1 for activated segments and 1.15:4 fo_r

unactivated segmants, For the unalded pbserver, the display should be

.. - evaluated under a range of cockplt environment condwum ensuo that

sumdemnuw:anmmé\susatwayspos%le

Fot papafdisp!ays. AP charts should be printed with sulicient contrast

L hatweenmeawauersandmbaukgrwndmatmyameasnywadmau
' A.viewingsrmahons S 4
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Luasance Unrormry (CRT, LCD)

For the unaided observer, non-uniformities in brightness or color on CRT or
LCD displays shall not be present. When varying the luminance of the display
from minimum o maximum, the relative luminance of all characters, symbols,
and backgrounds should be visually constant. Employing photometric
techniques, a large area non-uniformity of less than 20% is acceptable. For
luminance variations within half a degree of arc, 50% or less is acceptable.

Contrast Direcnion/Contrast PoLarmry (Paper, CRT, LCD)

For CTT and LCD formats, positive polarity is probably preferred because of
the unique information format requirements of IAP charts.

Contract direction, on paper, should be dark symbols on a light background. -

Converaence ann Focus (CRT)

For the unalded observer, lines, symbals, and characters should have no tails,
squiggles, skews, gaps or bright spots. Line color should be cbvious. Employing
photometric measurements, misconvergence should not be greater than 6.7

SvusoL Aucnuent (CRT, LCD)

To the unalded observer of a CRT or LCD, symbols which should be aligned
aither horizontally or veriically should appear so aligned. Employing photometric
techaiques, symbol aligninent should be wsmm 0.2 inchies.

Derecrs and Lwe Favuses (CRT)

'Any defects in the display should not be distracting or cause information

misreading. Row or column tallures should be lmprobable cocurrences.

Anin-Aunsais 20 Sanes oF Grav {CRT, LCD)

- -Lines and characters presented on CRTs or LCDs should appear smoothly

- written and contaln no unwanted jagged edges. Special attention should be

paidmatg!edunesd:amonwoawmchmﬁwmostdiﬁwmanﬁ-auas.
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A minimum of 15 gray levels is likely o be required for near-term IAP chart
electronic displays. :

259 Vewme Aucit (CRT, L.CD)

Current aerospace recommendations require a viewing angle of 53 degrees in
the left and right direction, 35 degrees above, and 0 degrees below a plane
pempendicular to the screen face. However, display location and additional crew
member viewing may require different speciiications. Special attention should
be pald to the viewing angle characteristics of any proposed LCD IAP chart.

26 Temporal Vislon

2.6.1  Fucker anp Rermesi Rate (CRT, LCD)

For the unalded observer of a CRT or LCD, there should be no undesired rapid
temporal variation in display luminance for a symbol or display fleld. For CRTS,
arefresh rate of 50 - 60 Hz is genarally acceptable. For LCDs, a frame rate of

30 Hz may be acceptable.

262  Jawn (CRT, LCD)

For the unalded observer, a static CRT or LCD display should contain no
discernible jittar. Employing photometric tachniques, image jitter should be
within 0.3 milliradians peak-to-peak.

27  Curomanc Vision (CRT, LCD)

- Any use of color in elactronic IARP charts should be adequately tested in filght
situations with a representative sample of pliots. As a guldeuna fo: ﬁw deslgn of
suchdevlces.ARPWShauldbeconsulm ' -

‘There shoulkd be sufficient chromaticity unito:mw to ensure adequate
interpretation of I:uonnaﬁm.

4. ORIENTING WITHIN THE IAP CHART
. 42 TheVisual Structure of an IAP Chart
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43.1

432

4.

44
44.1

Before beginning the design process, prepare a hierarchical organization that
specifies the categoric < of information that will be used and the elements that
belong to each category. Define the categories on the basis of the types of
relationships to be emghasized in the design.

Speclfying Parts
DistincTivE VISUAL APPEARANCE

Preserve the unique appearance of each major section of the chart.

Svanparp Locanion

Whenever possible, design the chart to have standard locations for categories
of information and, when possible, for individual information elements.

METHOUS FOR DermiNG BOUNDARIES

Use a bounding tool to define parts of a chart. Boxes provide the strongest
method for visually bounding a space. Lines are a more subtle method that is
especialiy useful for defining lower-level boundaries such as between elements
in a table. To avold furiher cluttering a chart that already possesses a large
number of line siements, white space can be used.

Specifylng Relationships

Saskt HERARGHICAL LEVEL, Saue LOCATION

Proximity provides a strorg visual cue for shared category membership.

‘Tools such as standard location and boundaries can be used to specify related

- information if the information elements that passess the shared property can be

physically located near each other.
Samx Herarcrcar Lever, Deverint Locanon

Conceptual grouping of information elements can be encouraged by assigning
a common visual property (color, texture, shape, size) to members of that
group. ' '
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The method of “pointing” offers a useful tool for guiding the eye from one related
item to another while avoiding the clutter that can occur from the use of lines
and othar direct connecting methods. If pointing is used, make sure that the
path specified by the originating element will move the eye to the intended
farget element. Also, make sure that unintended pointing Is avolded.

“Leading” the eye from one information element to another by means of lines or
arrows provides the strongest means for relating similar elements. It should be
used sparingly, howevar, to avoid clutter.

DirrEReNT LeveLs, Saue LocaTion

Use variations in the sharpness of edges to define multiple information element
layers.

Variation in brighthess contrast is a useful tool for differentiating between items
from different layers. For monochromatic charts, information elements on the
higher levels should be darker than elements on the lower layers. If color is
used, brighter colors should be used for the higher layers.

tt muttiple pattems that are equally bright but vary in coarseness of texture and
size of dot are suparimposed on each other, the coarser texture should be
positioned on the highest layer.

The amount of detail provided on a symbol can be used to vary contrast,
Detailed symbols tend to stand out as figure against less detailed symbols.

Varying tine welght is an effective tool for signifying variations in layars if care is
taken to ensure that the lighlest weight provides sufficient visual contrast to be

legible.

Variations in line character can ba useful for dilferentiating elament layers using
tines used o construct their own figures.

Usae discration in the number of layers, texture patierns, ling waights, and line
characlers that are used. Too many may be worse than too few.

144




444

interposition girovides a strong cue that one element is located in a layer that is
different from: another element. Care should be taken in using this tool to ensure
that the partiaily hidden element is stili recognizable and the shape of its hidden
parts prediciabie.

Drrerent LeveLs, DiFerent Locanons

Variations in relative size can be made to ensure that important elements are
more likely to be seen. This zhould not be done at the expense of decreasing
the legibllity of lass important itains.

S, SEARCH AND LEGIBILITY

Font Characteristic Tools
TYPEFACE

Use 3 familiar typefaca that s clean and simple, avoiding unnecessary
flourishes, Use of sans serif typefaces may be more appropriate than serif
typetaces due to potentially poor lighting conditions In the cockplt and to avoid
problams in printing or displaying typefaces with halrline stroke widths.

Fony Sae

increasing the size of type improves search parformance for critical information
atleast up to tha lovel of 12 point type or approximaiely 20 minutes of visual
angle. # i not yet known whether increasing type size beyand this lavel will
improve patormance bul there is some evidence to suggest that this ls the
smallest size that should be used for changing but non-critical inforrmation.
Critieal information should probably be presented using a larger type size, such
as 14 point on paper or 30 minutses for electronic displays.

Tvrerace Space EconomMy

When choosing betwaen typefaces, select the typetace that allows more
charactors pes ine.

Tvee PROPORTIONS

The standard stroks-to-height ratio for typelaces used with paper is 1:10.
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53.5

For electronic media, stroke widths of between 1:6 and 1:8 are recommended.

Avoid using a typeface that has large variations in stroke width.

The type weight used should support contrast between type and its background
that is sufficlent to allow accurate and efficient racognition of the information.

When choosing between typefaces, use the typeface with the higher x-height.

Inpiviot Al CHARACTER CONFUSIONS

Ensure that all typeface characters are easily discriminable.

Avoid using a typefacs that includes unusual letter shapes.

Tvee Case

Avallable research data suggests that upperlowercase letter combinations are
read more quickly and support more efficient search for names on a map than
upper-case letters used without lower-case letters.

ITer-Craracien Spaciie

Spacing batween characters within a word shoukd be at least 10 to 15% but
should be assassad visually to ensure that the spacing looks consistent tor all
cormbinations of word characters. ‘ o . '

- Use ona character space to separato words.

Lesona

Tha spacing betwesn bottom of descenders on one fine and the top of
ascenders on the next Une should be approximately 15% of character height.
mmmmmwywmmmmulmm




53.9 Rorareo Tye:

Whenever possible, avoid prasenting text in a non-horizontal orientation.

5.3.10 TvPe/BACKGROUND CONTRAST

54
5441

Discriminability of atphanumeric symbols which must be located on a patterned
background may be improved by presenﬁng that information in a box which has
a non-patterned background.

Symbol Characterlistics Tools

| SvusoL SHare

Simple, familiar symbo! shapes should be used whenever possible.

- Ensure that each geomeiric shape Is maximally distinctive by utilizing that

shape's defining dimension.
Symbols should be designed o have distinctive global shages.

Use a strong cutline contour to define each symbol in awordance with its

| mzanvepasiuonwxmmmwsuan structure of the chart

Avoid using detalled local structure to define syimbols, lnslead. symbols should -

hedisaumnableonﬂwbasisowwirgtowm

- Usa filled symbols rather than open symbols.

Ensureﬂ\ateachswmm&andsoutasasvongﬁguxeagamaanbad@oum

- paltems and alements.

542 Svanol Sz
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When making decisions about symbol size, consider all of the factors that
impact symbol effectiveness, including legibllity requirements, role and position
of each symbol within the visual structure of the chart, apparent visual size, and
space constraints.

SvasoLs A CoLor

Color, used solely as a means of adding realism or attractiveness to symbals,
should be avoided.

ActEving Svusol. LEGBULITY

If a symbol that has been used on paper charts is to be transferred to the
electronic medium, be sure to determine if sufficient resolution is avaiiable to
support the symbol. Otherwise the symbol may have to be moditied to take into
account the reduced resolution of the electronic display.

6. SEARCH AND PERIPHERAL VISION

62
6.2.1

information Highlighting Tools
HIGHUIOHTING THROUGH BRIGHTNESS

Under good viewing conditions, highlighting through brightness i3 both effective
and not annoyling to the user. However, its effectivenass s reduced under high
amblent illumination tevals, on low contrast displays, and when the highlighted
elaments are small.

HichuaHng Teaouak Boloma

Bolding ot important names does not appear to improve parformance and
should be avolded as it may contribute to char dlutter.

HichucHTNG Tirouon Reverse Vieo

Reverse video is an etfective means of attracting the user's attention but it can
reduce the legibility of highlighted information. In addition, it may distiact the eye
when the target information is not highlighted.
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HicHucHTNG TrROUGH BunikinG

Highlighting through blinking should only be used to inform the user of a critical
situation. For this reason, its use on IAP charts is probably not appropriate.

HicrucHnng TirouaH UNDERLINING

Underlining is not a strong attention-getter but it may have mited utility as a
way of highlighting a small amount of information that is located with other
information in a restricted space.

HIGHUGHTING THROUGH Boxing

Tha relative benefits of highlighting through boxing are not clear. i boxing is
used, be sure to use a box thatis suﬂtc:emly lalge to support legibmty of the
Information located within the box.

Lasnranions oF HIGHLIGNTING

Altheugh highlighting can improve search efficlancy for highlighted Information,

it may raduce efiiciency for non-highlighted Information. When deciding whether
{0 usa highlighting, strong consideration must be given to possible negat.ve :
oonsequences that can arise mrough the use of highlighting...

tthe decislon s tnada to use highlighting, &t shouki be used consavatively.and -
apprapriately, i keeping with the information needs of the user.

information Coding Tools

~ “Usacolor oniy i the display segmentation required by each task wmaponds (3]

segmamalbnenwmagedbymeappucahondwor

Color coding, used mdundantly with another form of coding such as shape,
improves performance when tha task ruquires search. Its use may improve the

‘performaitcs o!usersseardmuforkuoanaﬂonelemems!ocawdmmaplan

section ol the chart. -
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Use of colors that are easlly distinguishable can support nearly paraliel
processing of color.

The improvernent m'pe:formanoa due to the use of color coding decreases as
the number of items that share the same, target color increases. Performance is
less affected by vaiations in the number of items with non-target colors.

Visual searci: timas increass as the number of colors used increases.

Restrict the number of colors usad to less than elght or nine if the user must
tememberwhatme colors mean.

if the color is known in advance, performance will improve with the use of color.
l:itlecolorisnotsnown.pedornmcelswo:jsemanww\ no_co!or.

if search for non-ooiored items is mqulred on a dxsp!ay whete color is used,
,,-pedounamewmaereduwd. .

coxaw\go:asmgtgmredqeasq;ammmmmm.

fcozoreadmcmmmvesemm&mestommmsmsemedmmapsﬂma
-ussrkrmﬂwcowwboktor R .

',co:wmmmaymtbeei.emwwndegmdepaﬁammﬂﬂmask
- ,raquheswmwmwnosea:du :

- w@smwmamywmﬁwmmmm-mm, “

' coluisaneffechuewolforsupperﬁngmapusms abilites to judge relative
~ heights and visualize the :enain.mmchremahccodzmmemod;. howeve:. ;
mbamsiaseﬂechve. -

Abetterunderstandimoim AP chaut user's needs should be cbtalned bejore
- choasing a method ior embodying land surlace helght information,
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1 color is used, take into conskleration these problems of color use when
selecting colors and always use color redundantly with other coding schemes,

such as shape.

When selecting colors, take into account the range of ambient illumination
levels that will occur, the limitations of the system used to generate the colors,
the sizes of the areas to which the colors will be applied, and unexpected
eifects due to presenting combinations of colors.

Uss a color coding scheme that is consistent with other displays In the cockpit.

Suare Cooing

Shape is a necassary coding method in the IAP chart situation and shouid
always be used redundantly if other coding methods are employed.

tnformation Bounding Yools

Reoucso TE AMOUNT oF Seace To Be SEARCHED

- Providing an organizational structure to help the chart user orient, comblneg

with controt ever the density of symbols in any ono part of tha cha,will -

: conlibute to glticient visual seardl.

,wmwsamwmmawm <

mmdmmmmwmwmmwmmrm '

- ihaniows.

."Co!unmsaesotﬁvedegre&orisssappearmsupponmemosxetfechve ,

- seaich,

* Graphic bourdaries don't appear to atfect performance either positively or
negalively. it may be premature to discard the graphic ines, however.

# would appear that search {or information stored in tables is not aided by
iweasmgmespadng between table elements, :
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643 Reoucs InTer-ien INTERFERENGE

| ‘ Place names In an open area, away frem all other names. This is especially
important when the names share the same first ietter.

Position labels either slightly above or slightly below, or to the left or right of,
~ their comesponding symbols so as $o avoid placing the iabel along the same
* horizontal or vertical axis as its symbol.

The amount of space between the symbol and the iabel depends upon the
sizes of the type and symbol. The larger the type and symbol, the greater the
-~ . distance that should be used between them.

= 645 Wumoubmsmlﬂwm

7. EVALUATING THE USE OF THE DESIGN TOOLS

- 4.2 Visual Balance

The chart should be balanced along both the vertical and horizontal axes.

" 73  Intermation Density

Ensure that the chart adequately convays grouping relationships that produce
- meaningful clusters of information on the chant. Alsc make sure that white
-. spacing is used throughout the chart to appropriately specify hierarchical .
relationships. Finally, check for areas that are too cluttered.

74  Figure/Ground and Comrast

Ensure that all information elemenis pussess sufficlent contrast to support easy
dusownlnahon from background and nelghboﬁng eloments.

“ Ensure that variations in contrast betwean elements are sufficient to bo
detectable and are accurate in reflecting hierarchical dxﬁerences among those
slements.




75

Check that every information element has its own continuous contour and that
no masking due to similarity, continuity, or grouping has occurred across layers.

Check that the design tools have been used consistently.

A F1al Word on Using the Tool Box

Each chart design ulimately should be experimentally tested to determine its
real effectiveness in supporting perceptual interaction with it by the user.
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